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If X is a continuous random variable, then
the Probabilitg clcnsitg function, Pcl{:, of X,

is a function £ (%) such that for two numbers, a and b with

asb
b / [
P(a < X < b) = ff(x)dx /f \
“ R RN

2 E

That is, the Probabilitg that X takes on a value in the
interval [a, bl is the area unclcll; the clcnsitg function from
atob.

httP: //www.weibull.com/LifeDataweb/ the_Probabilitg_dcnsitg_and_cumulative_clistribution_lcunctions.htm




The Probabilitg densitg function for the Gaussian
distribution is defined as:

1
Py (x,u,0) = TR —5( 1

From G. Mattioli



For the Gaussian PDF the Probabilitg for the random
variable x to be found between ptzo,
Where z is the dimensionless range z = Ix ~ul/ois:

u+zo 1 Z | 1 |
A (x,u,0) = fP (2, u,0)dx =—fexp ——x" |dx

AG(Z 7 OO) =1

From G. Mattioli



The cumulative distribution function, cdf,
is a function F(x) of a random variable, X, and

is defined for a number x bg:

F(x) = P(X = x) = f F(s)ds

That is, for a %iven value x, F(X) is the Probabilitg that
the observed value of X will be at most x. (note lower limit
shows domain of s, intcgral goes from O to x<w)

httP: //www.weibull.com/LifeDataweb/ the_Probabilitg_dcnsitg_and_cumulative_clistribution_lcunctions.htm



Relationship between PDF and CDF
P

Densitg vs. Distribution Functions for Gaussian

<- derivative <-

Density Function: Distribution Function:

z= 0.00

p=_50

-> integral ->



Mul’tiple random variables

ExPectecl value or mean of sum of two random variablcs
is sum of the means.

known as additive law of cxPectation.

E(x+y) = E(x)+ E(y)



covariance

(variance is covariance of variable with itself)

(more general with) individual Probabilities

—COny prylx— ( .—E(y))



Covariance matrix




Covariance matrix defines error e"ipse.

E‘.igenvalues are squares of semimajor and semiminor
axes (0o, and o,)

Eigenvectors give orientation of error e"iPse

(or given G, and o, correlation gjves “fatness” and
ccan C”)



Distance Root Mean Scluare (DRMS, 2-D extension of
RMS)

1 n

1

DRMS = (ze + af)z

For a scalar random variable or measurement with a
Normal (Gaussian) distribution,

the Probabilitg of :)eing within the 1-o e”iPse about the
mean is 68.3%

Etc for 5-D



Use of variance, covariance — in Weightecl | east Squares

common Practice to use the reciProcal of the variance as

the weight



variance of the sum of two random variables

VAR(x + y)=VAR(x)+2COV (x, y )+ VAR(y)

The variance of the sum of two random variables is eclual
to the sum of each of their variances onlg when the
random variables are inclePenc ent

(The covariance of two inclcPenclent ranc
zero, cov(x,y)=0).

http: // www.kaspcrcpa.com/ statisticalreview.htm

om variables is



Multiplying a random variable by a constant increases
Pyng Y
the variance bg the square of the constant.

o’ =E(cx)=c’E(x)

cX

http: // www.kaspcrcpa.com/ statisticalreview.htm



Correlation

The more tightl[g the Points are clustered together the
hiﬁhét‘ the correlation between the two variables and the
ighcr the ability to Prcclic:t one variable from another
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Correlation coefficients are between -1 and #,
+and -1 rePresent PerFect corrclations,

and zero rePresenting no relationslnil:), between the
variables.
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Correlations are interprctccl ]:)3 S uaring the value of the
correlation coefficient.

The squared value
of one variable t

rePresents the ProPor’cion of variance
hat is shared with the other variable,

in other words, t

he Proportion of the variance of one

variable that can be Preclicted from the other variable.

L ee

Ty = 1 Ty = .98
2 2 2

rw=0 rxy='50 rw=.96

Ender, h’ctP:/ / www.gseis.ucla.cdu/ courses/ed230bcl/notesi /vari.html



Sources of mis eacling correlation

(and Problems with least squares inversion)

outliers

Bimodal No
distribution relation



Sources of mis eacling correlation

(and Problems with least squares inversion)
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rule of thumb for in’ccrl:)reting correlation coefficients:

Corr lntcrlaretation
Oto .l trivial
Jto 5 small
Ato .5 moderate
Sto./ large
Jto.9 very érge

Ender, h’ctP:/ / www.gseis.ucla.cdu/ courses/ed230bcl/notesi /vari.html



Correlations express the inter~dePendcncc between
variables.

For two variables x and yina linear relationslnip, the
correlation between them is defined as

http:/ /www. gmatunsw‘cclu.au/ snaP/ gPs/ gps_survey / chaP7/7?_5‘h’cm



Higl‘l correlation does not mean that the variations of
one are caused 1'33 the variations of the others, although
it may be the case.

In many cases, external influences maa be agccting both
variables in a similar fashion.

two tgPes o{: correlation

Phgsical correlation and mathematical correlation

http:/ /www. gmatunsw‘cclu.au/ snaP/ gPs/ gps_survey / chaP7/7?_5‘h’cm



Phgsical correlation refers to the correlations between
the actual field observations.

It arises from the nature of the observations as well as
their method of collection.

If different observations or sets of observation are
affected bg common external influences, thcg are said to

be Phgsica"g correlated.

Hence all observations made at the same time at a site
may be considered Phgsicalg’ correlated because similar
atmosphcric condrtions and clock errors influence the
measurements.



Mathematical correlation is related to the Parameters in
the mathematical model.

It can therefore be Partitionecl into two further classes

which corresl:)oncl to thc two comPonents o{: the
mathematical acljustment model:

Functional correlation

Stochastic correlation



Functional Correlation:

The Phgsical correlations can be taken into account th
introduci ng aPProPriate terms into the functional mode
of the observations.

/

That is, Functiona"g correlated cluantities share the same
Parameter in the observation model.

An examPIe is the clock error Parameter in the one-way
GPS observation moclel, used to account for the
Phgsical correlation introduced into the measurements
Yy the receiver clock and Jor satellite clock errors.



Stochastic Correlation:

Stochastic correlation (or statistical correlation) occurs
between observations when non-zero oFF—-cliagonal
elements are Prcscnt in the variance-covariance (VCV)
matrix of the observations.

Also appears when functions of the observations are
considered (eg. cli{:Fcrencing), due to the

| aw of Propagation of Variances.

However, even if the VCV matrix of the observations is
cfiagona/ (no stochastic correlation), the VCV matrix of
the resultant 1S estimates of the parameters will
gcncra/(y be full matrices, and therefore exhibit
stochastic correlation.



Covariance and Cofactor matrix in GPS

l{: observations hacl Nno errors ancl the moclel was Pcrf:ect
then the estimations from

% =(ATA) A"D

Would be PerFect



Errors, v, in the original observations b will map into
errors v, in the estimates of x and this mapping will take
the same form as the estimation

(% +v,) = (ATA)—lAT(I; +\7)

v, =(ATA)" AT



If we have an cxPected (a Priori) value for the error in the
clata, O, we can compute the expected error in the
P P
Parameters

Consider the covariance matrix

and for this discussion suppose that the observations
are uncorrelated (covanance matrix is therefore

diagonal)

l

C. = E(vf) =0}
C=E(va)



Assume further that we can characterize the error in the
observations bg a single number, o

C,=0"l
then
C,=E(vy!)= (( A" A) AT*)( AT*))
C. = E((AT T AT A(A"A )
- (ATA)" ATE(w")A(ATA)”
- (ATA)” AT0*IA(ATA)"

- o*(ATA) " (ATA)(A7A)

L

xﬁ RQ xﬁ xﬁ

= o’(A"A)



C,=0*(ATA)"

Ii'xl:)ectecl covariance is o< (a number) times cofactor
matrix, same form as

v, =(ATA) ATV
% =(ATA) ATh
Covariance or cofactor matrix

(474)



lnterPretation of covariance

4
C. = OZ(ATA)
Variance of measurements \
Measurement errors may  We saw before that A is
be independent (our dependent on the
assuml:)tlon T Whﬂ we “direction” from antenna to

could factor SUt constant  g5tellite — so it is a function
g2) of the geometrg

But total e1q:ect, after Least Squares, can be non-
diagonal.



Since A is function of geometr onlg, the cofactor matrix
is also a function o geometry onlg.

A

Can use cofactor matrix to cluanti{:g the relative strcngth
o{: the geometrg.

Also relates measurement errors to exPectecl errors in
Position estimations



In the old dags,
before the full constellation of satellites was ﬂging,

one had to Plan —~ design — the GPS surveging sessions
based on the (changing) geometry.

A is therefore called the “clesign” matrix

Don’t have to worTy about this anymore

(most of the time).



I ook at full covariance matrix

-1
C,=o0*(A"A)
(o
Gx O-xy ze er\
2
O O O
2 VX y yZ VT
Cx =0 2
sz Gzy Gz Ozr
2
\er th ();z O’r /
O.=0

Off cliagonal elements indicate clegree of correlation
bethen Paramctcrs.



Correlation coefficient

Ozj

pij T
1/0?0?

Depencls onlg on cofactor matrix

lnclel:)enclent of observation variance (the o2’ cancel
out)

+1 PerFect correlation — what does it mean — the two
Paramctcrs behave Crractica"g iclcntica"g (ancl not
in cPcnclcnt?l) .

O—-no correlation, inclepenclent

~1 Per‘Fcct anti-correlation — Practica"g oPPositcs (ancl
not inclcpendcnt)



So far all well and good —

but Cartesian coordinates are not t

ne most useFul.

We usua"y need estimates of horizontal and vertical
Positions on earth (e"iPsoicl?) :

We also need error estimates on the Position.

Since the errors are a function of the geometry onlg, one
might expect that the vertical errors are Iargcr than the

horizontal errors.



How do we find the covariance / cofactor matrices in the
local (nor’ch, east, uP) coordinate systcm?

Have to ’crans{:orm tl‘nc matrix
fromits rePresentation in one coordinate sgstem
toits representation in another

using the rules of error Propagation.



First how do we transform a sma" relative vector in
Cartesian coordinates (u,v,w)

to local toPocentric coordinates (n,e,u)?

— —

AL=GAX

(An) (-singcosA -singsinA cosg)(Ax)
Ae —sin A COS A 0 Ay
\Au/ \ cospcosA cosgsinA  sing)\Az)

Where ¢ and A are the lat and Iong of the location
(usua"g on the surface of the earth) rcsl:)cctivclg



Errors (sma" magnitucle vectors) transform the same way

v, =GV

X

Whg?
AL = GAX
A(AX +v.) = GAX + GV_ = AL+GV_=AL+V,

lineari’cg



Errors (sma" magnitucle vectors) transform the same way
v, =GV

X

Now — how does the covariance
C = E(w")
Transform?

Plug in — get

“law of Propagation of errors”



law of Propagation of errors
C, = E(v,v] )
s AT
C, = E(va(va) )
C, =E(Gv V! G")
C, =GE(v¥!)G"
C, =GC.G
(does this look familiar?)




law of Propagation of errors
C, = E(v,v] )
s AT
C, = E(va(va) )
C, =E(Gv V! G")
C, =GE(v¥!)G"
C, =GC.G
(does this look familiar?)

(transmcorming tensors!!)

This is a gencral result for affine transformations
(multiplication of a column vector by any rcctangular
matrix)



An affine transformation is any transformation that
preserves

co"inearit%
(i.e., all Points lging on a line initia Iy still lie on a line after
transformation)

and ratios of distances

(e.g, the miclPoint of aline segment remains the midPoint
atter transformation).

l’rttP: / /mathworld.wolfram.com/Affine Transformation.htm!



Geometric contraction, exPansion, dilation, reflection,

rotation, shear, similaritg transformations, s
similarities, and translation

are all atfine transformations,
as are their combinations.

v

biral

In gencral, an aftfine transformation is a composition of

rotations, translations, dilations, and shears.

While an affine transformation preserves Proportions on

lines, it does not necessarily preserve angles or

l’rt‘tP: //mathworld.wolfram.com/Affine Transformation.html

lengths.



I ook at full covariance matrix

(actua"g on19 the sPatial Part)

1

C,=0’(A"A)

\Om  Op

e

Can use this to Plot error c"ipses on a map thorizontal

Planc) :



cap_matell/archive_rtvel_reports/rtvel4_9301_10v17/_.5v2///
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Error estimators —

Remember the exPression for the RMS in 2-D from
before

1

DRMS = (0, +0,’)?

We can now applg this to the covariance matrix



Error estimates called “dilution of Precision” — DOP —
are defined in terms of the diagonal elements of the

covariance matrix
1

GDOP = (an +0°+0, + ();2)2

1

PDOP = (Gf +0” + Gh2)2

1

HDOP =(0; +0/?)?
VDOP =0,
TDOP =o.

G — geometric, P — Position, H — horizontal, V — vertical,

T -time



The DOPs map the errors of the observations
(rePresentc /quantitied statisticaug bﬂ the
standard deviations)

Into ’chc Parameter estimate errors

1

o GDOP = G(Gf +0’+0, + af)z

|

oPDOP =0 (an +0 + Gh2)2
1

o HDOP =0 (an + 062)5
o VDOP =0 0,
oTDOP =0 C,



Sofora oof1mand an xDOP of 5, for example,
errors in the Position X
(where x is one of G, P, H, V., T)
Would be 50=5m

“Good” geometrg givcs ‘small’ DOP
“Bad” geometrg gives ‘large’ DOP
(it is relative, but PDOP>5is considered Poor)



3-D Accuracy Terms

* Error Ellipsoid

— 19.9% of positions will lie inside this “error
ellipsoid”

www‘cng.auburn.cdu/ dcpartmcnt/ an/ Tcaching/ BSEN_6220/GPS/ecture%20Notes/Carrier_Phase_G PS‘PCHZ



In 2-D

There is a 40% chance of being inside the 1-o error
e"ipse (comParecl to 68% in 1-D)

Norma"g show 95% confidence e"ipses, 15 2.54 sin2-D

(is only 20 in 1-D)
Can extend to 5-D



Another method of cstimating location

Phase comparison/ Interferometer

~- VLB
- GPS-Carrier Phase Observable



VLDBI

Uses techniclucs/ Phgsics similar to GPS but with natural
sources
(in same Frecluencg band and suffers from similar errors)

http://www.coloraclo.edu/enginecring/ASEN/asenﬁO?O/asenﬁO?O‘html



Correlate signal at two (or more) sites to find time shift

Need more than 1 receiver-.

Ditferential (difference) method

(similar to PRN correlation with GPS codes
or

Aligning two seismograms that are almost same but have

time shift)



Assume you are reccivinga Plane wave from a distant
quasar

Radlo
Telescope

«

Hydrogen maser clock
(accuracy 1 sec in

1 million years) Magnetic Tape

http://www.coloraclo.edu/enginecring/ASEN/asenﬁO?O/asenﬁO?O‘html



Two radio antennas observe signal from quasar
simultaneouslg.

The signal arrives at the two antennae at ditferent times




The distance or baseline length b between the two

antennas can be defined as:
b*cos 8) =c*AT
where 0 is the angle between the baseline and the quasar

Quasar .

http://www.coloraclo.edu/cnginccring/ASEN/asenﬁO?O/asenﬁO?O‘html



Baseline |cngtl1

Massachusetts to Germang

Westford-Wettzell Baseline Evolution
(mean value 5998.326450 km)

150

-50-

Length Minus Mean Value (mm)

1 JF7
.1“0.{ WL .

~150 vt T T ey R
83 85 87 89 91 93 95
Year

What is this variation?

Seasonal variation, eeophysical phenomena, modelin
g Pfi P 5
Prob ems”?

httP://www.coloraclo.edu/cnginecring/ASEN/ascnﬁO?O/ascnﬁO?O‘htm]



Short Pcriod thours/ dags) variations in LOD

Rapid Variation in UT1 from VLBI

Microseconds
=

12 14 16 18 20 22 24 26
January 1994

Mostlg from ocean tides and currents

ht‘tP://www‘coloraclo.edu/engineering/ASEN/asenﬁO?O/asenﬁO?O.html



Correlation of AtmosEheric /—\ngular Momentum with

(longer Periocl — weeks/ months) variations in LOD.

Microseconds

3000

1500
1000
500

- LN
L A A ek
7 AV ML
e L L

-1000

Correlation of AAM and VLBI LOD

httP://www‘coloraclo.edu/enginecring/ASEN/asenﬁO?O/asenﬁO?O.html

Year

T T T T T T | AR T
90 905 91 9.5 92 925 93 935 94 945 95




(Ionger term — months/ gears/ fH1H) changes in LOD and
EOP

Polar
Motion

2,

Exchange angular momentum between Iarge earth
structures (eg. corel) and Moon, Sun.

65

httP://www‘coloraclo.ec]u/enginecring/ASEN/asen5090/asen5090.html



,/ Plate velocitics
/ / /’,

| | \
/ | / "/ y l " :‘I
I’l Il "" | . ‘i‘
: / /| ‘ ( 1‘
1
- 1

i



Not the most Portable or inexpcnsivc system 1

But best definition of inertial Le{:ercnce frame external to
earth.

Use to measure changcs in LOD and EOP due to
gravitational forces and redistribution of angular
momentum.

ht‘tP://www‘coloraclo.edu/engineering/ASEN/asenﬁO?O/asenﬁO?O.html



Wavelet Decomposition for VLBI LOD

T TR e
" RPN RRARIA Wl
é 100 10 ;:f_
0 400
o 800
100 1600
00 3200
1980 i

vertical cut - sPectral clccomposition LOD at that
instant.

horizontal cut - how strength of comPonent varies with
time.

Combining both — 2-D view dgnamic nature of LOD.

66
httP://www‘coloraclo.ec]u/enginecring/ASEN/asen5090/asen5090.html



Wavelet Decomposition for VLBI LOD
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dominant features

monthly and haH;montHg lunar ticlcs, the ”800~cla3
c]uasi~]3iennia| osci“ation, and the ~1600-day El Nino
(dark red structure in 1983). Yearlg and hal ~3ear|3
seasonal excitations caused ]:)y meteorological variations
have been removed for clarity.

ht‘tP://www‘coloraclo.edu/engineering/ASEN/asenﬁO?O/asenﬁO?O.html



Factors atfectin g EOP

planetary gravitational atiractien luni-solar gravitatienal attraction
B
B

plate motien and
.. tarthyuakes
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slectromagnetic
forces

melting of ica

lambeck-ver[ﬁeﬂen



Great book —
Longitua’c, ]:)9 Dava Sobel,

describes one of the first great scientific comPctitions~~
to Provide shiP caPtains with their Posi’cion at sea.

This was after the loss of two thousand men in 1707,

when British warshiPs ran agrouncl entering the E‘:nglish
Channel.

The coml:)etition was between the Astronomers Royal,
usinﬁclistance to the moon and its angle with the stars,
and a man named John Harrison, who made clocks.

Strang, ]'ﬂrtpz/ /www.siam.org/siamnews/. gcncra|/ gps‘htm



The accuracg demanded in the 18th ccnturg was a
modest 1/2 clegrce in longitucle.

The earth rotates that much in two minutes.

Fora six~wee|< voyage this a"ows a cloc|< error of three
seconds per clag.

Newton recommended the moon, and a German named
Mayer won 5000 E‘:n‘g,is N Pouncls for his lunar tables.
Even Euler got 500 tor Droviding the right ecluations.

But lunar anglcs had to be measured, on a ro“ing shiP at
sea, within 1.5 minutes of arc.

Strang, ]'ﬂrtpz/ /www.siam.org/siamnews/. gcncra|/ gps‘htm



The big Prize was Practica“gf In sight, when Harrison
came from nowherc and built ¢ ocks that could do better-.

(You can see the clocks at Greenwich

ComPeting inthe |on§ triP to Jamaica, Harrison’s clock
lost onlg five seconds and eventua"g won the Prize.

Strang, ]'ﬂrtpz/ /www.siam.org/siamnews/. gcncra|/ gps‘htm



The modern version of this same comPetition was
between VLBI and GPS.

Verg Long Baseline Interl:erome’crg uses “God’s
satellites,” the distant quasars.

The clock at the receiver has to be very accurate and
exPensive.

The ecluil:)ment can be moved on a ﬂatbed, but it is
certainlg not handheld.

Strang, ]'ﬂrtpz/ /www.siam.org/siamnews/. gcncra|/ gps‘htm



There are valuable app ications of VLB, but it is GPS
that will appear evergwhere.

GPS s Perhaps the second most imPormnt militarg
contribution to civilian science, after the Internet.

The keg is the atomic clock in the sate"ite, clesignecl b?
universitg Phgsicis’cs to confirm Einstein’s Prcdic’cion o)
the gravitational red shift.

Strang, ]'ﬂrtpz/ /www.siam.org/siamnews/. gcncra|/ gps‘htm



Using Pscuclo~ran e, the receiver solves a nonlinear
pro lem in geometry.

What it knows is the difference a}betwecn its distances to
satellite 7and to satellite J

Strang, ]'ﬂrtpz/ /www.siam.org/siamnews/. gcncra|/ gps‘htm



In a Plane (2-D), when we know the difference d,
between the distances to two Points, the receiver is
located on a hgperbola.

In space (3-D) this becomes a hgl:)erboloid.

Strang, ]'ﬂrtpz/ /www.siam.org/siamncws/gcncranPs‘htm GPS Concepts —3DS S N R



Then the receiver lies at the intersection of three

hgpcrboloicls, determined 133 i d,j, and d,,.

Two hyPerboloids are |i‘<e|3 to intersectin a simple closed
curve.

The third Probab|9 cuts that curve at two Points. But
again, one Point is near the earth and the other is far
away.

Strang, ]'ﬂrtpz/ /www.siam.org/siamnews/. gcncra|/ gps‘htm



lntechromcter
Based on interFercncc o{: waves
Wave 1 /\+/\/ : /\/\/

Constructive Interference

Wave 1

38

Wave 2

Destructive Interference

ht‘tP:/ / www.sPace.com/scienceastronomg/ astronomy/| intchcromctrg_lOLhtml



How to make Princi ble of interference useful?

i.e. how does one get relative Phase difference to vary,
so the interference varies?

Wave 1 /\/\/
+ —
Wave 2 /\/\/
Constructive Interference

Wave 1 /\/\/

+ = —————

Wave 2 \/\/\

Destructive Interference

ht‘tpz/ / www.sPace.com/scienccastronomg/ astronomy/| intechromctrg_lOLhtml



Interference from single slit

As move across screen %et Phasc difference from
different |engt|15 O Pa‘cl'ls through slits

’
t
b

\\-' _'If ¢ .i
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(about 2 meters)

POl ICtive interference (net result across entire wavefront)

Makes “fringes”
As Phasc goes througﬁ changc of 2n

httP: / /bac]gcr.Physics.wisc.cclu /lab/manual2/nodet7 html



Interference from double (mul’tiple) slit

Similar for multi~s|its, but now interference is between the
waves Ieaving each slit
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in phase:
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(about 2 meters)

mA ',f"Constructive interference between wavefronts from each slit.
et " (Single slit diffraction is still present)

Light going through slits has to be “coherent”
(does not work with “white” light)

httP: / /bac]gcr.Physics.wisc.cclu /lab/manual2/nodet7 html



The Phase clﬂange comes from
the change In geometric Iength
between the two “rags”

(changc in Icngth of 1/2 wavclcngth causes nchangc In
Phasc — and destructive interference)



Michelson Interferometer
Mal«-: two Paths from same source
(for coherence, can’t do with white |ig|1t)
Michelson interferometer

A

movable miror —___
s ———— half-silvered mirror

d+x ,‘

1 yl/

Can changc gcomctric Path Icngth with movable mirror.
Get interference Fringcs when recombine.

http:/ / www.Physics.nmtcdu/ i ragmoncl/ classes/ P]’\lﬁxboolc/ noders.html



