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For the most part we can quicklfLLwrite sloppg
code and get away with 1t




Sooner o |at<-:r) however, you will attc—:mpt a
pro |<:m that takes more time than you ha\/e
available.




A simple way to get into this situation is trging to
O somet ing N “real~-time”.

E.G. - you want to process GPS orbits for every
Aay, within X ciags, so the community of GPS
fesearchers can process their GP5 data.



If it takes you longer than one f,ag to do the
calculgtion, the situation is opeless.

The hurrier you go the behinder you get.

. -



How to fix this?




Buy a bigger, faster, computer.




The HPC is this idea on steroids.

Buy 1,000 comPtersl




hcgou are luc|< (e.o. Blaine) your Problem wi” be
amenable to aving more computers.

You have to do lots of independent calculations
(you have to do the same thing lots of times, and
thcg dorﬂf clf; end on onﬁ another. Send one
calculation to eac coml:)utcr.)




Blaine will talk more about this on Tuesday.

T —



Toclag we arf going to look at what Ajou candoin
Programmin to spee
calculabons.

terms o

UP gOUF




AS the size of the Problems you want to do tends
to grow faster than you can bug computers, a
goocﬂ algoritlﬁm can inake-or-break whether or
not you can do it.



A goocl examfle of this IS churier Analgsis —
calculatmg I’IC Fourier or inverse Fourier
transform.

(actua” on the computer one is calculating the
“Discrefe Fourier Transform”, involyving discrete
Frequencies [Fourier Series, erioclic]g iscrete
time samples [, and finite Prccision arit%metic]).



The basic DFT formula is

N-1

g n

n=0

Where X are terms N tlﬁe N omt |o étlmé clomain
time serjes and XL 15 the k" term of N'terms in the
requency domain re[:)resentatlon



What “is” the exPonential?

N-1

Xk — z Xn, e~ i2mkn/N

n=0

Basica”g itis (cos(0)+7sin(0)).




“straight?orwar&” calculation of the DFT

To see what is actua |9 going on, don'’t be so Fancg
and g0 back to first presentation of Fourier Series

(which actuall goes the “other” way, what the
inverse F‘ourier%ransmcorm does, makifng the signal
in the real Ltime, pace, etc.] domaintrom the
Frec]uencg &somain rel:)rcsentation).

— _ 21 21T
X, = ay + z (ak sm(kﬁn) + by, cos (kwn))
k=1

So assume for now we have the a’s and b’s.



Note the indices.

For eacl’] element a O]C our real SPBCC SCC]U@HCC

we are summing over mclex ‘< which represents a
wel ht d sur% omc the sin Or cos at |< cﬁgerent
requencnes.

2T
=ay + z (ak sm(k—n) + by, cos (kwn))



Waves

osme

C\

o o o
- - ]
| - - -+
L o1 2] o]
- Rl -
| O L O =3
~ - - -
R —
R e ==X =] = - 00 t oo ©

6

i 1 -t o o
L - o nﬁ o 9”‘.
o k4 ‘o
] ] = ]
e
=7 A B ML RREE A
A A - o )
-~ | R B
- - Ol ekl -
. . e
= =) I T =)
= - == . -
e,
-0 " 0

T
g
\i
i
Ir
i
o
:0
T

6

- l.* .q
. — . . . ~—_ = .
L ea PR 3 SR TR R e i W g BN o
- . . . . . -
e T TR
i 1 1—8 = 1 T f = 1 — = =
w T o 7w CEE - ) w T o 7 e

o o o
— ] ] -]
i — . -
ccccecsalliewe=tT__ L@ R I s o] I, _
== h . < - < <
e ta % ! L1
= A -~ -
< Srrdeedtr? > -2
. <
RS T- -t el . -
T o
...u.n-t‘..lri-.n.n.. Lo - - Lo . o
.
‘- . ] .
R e s T QO |----tmeefpmboeed |emeciee e B 2T LR S
e o | N : : -
B et CEELTEE Sy . — P EETLETY ST A P LT TR A B et Rt TR S
. C 5 - 5 5 T
-t 1 o S 1 f o 1 * 1 o I t o
L] - o Jw c.o o - o nﬁ Q.v o0 - o -ﬁ 9”.. o - o -—\ 9.0

DECOMPOSE
SYNTHESIZE

6

1

.72 0 SR SN SN S —

|
hll-il-lll—
I —

|

{

12

L L
I
l
1
8
Sample aumber

|
|
—+—

o4 —— M
}
4

22
-40

o N EHE

£

v



The set of cos and

sine terms form a set

of basis functions
that can be used to
represent any other
16 Point long
sequence
(function).
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Returning to the ec]uation — note that each of the
trig terms in the sum is basica |9 the clot/inner
roduct of the sequence of the Weights with a
sequence of trig terms at a fixed n and varging
requency (k2m).

— _ 21 21T
X, = ay + z (ak sm(kﬁn) + by, cos (kwn))
k=1

Next remember that the clot/ inner rj\:}):‘ocluc’c can be
written as the multiplication of a IxN vector times a
NxI vector.



\’io it we make a matrix where each column has the
th sin or cos basis vector, ancj3 multil:)l@ that E a
vector with the weights, we can generate the
whole sequence O the X

Draw on board.



/

, The Problem witt this stra%htgorwar , naive,
lmplementation s that as N gets lareer the amount
of time it takes gets even larger.

The time goes as N2 the number of Points in the
sequence.

This is genera”g consiﬁ?recl to be non-
comPuta e.



This “Problem an be “solved” bg Para”ellzmg

the oPeratlons

ciomg each dot Proﬂuct (theg are mdepc—:ndent}

snmultaneouslg on its own processor.
This is the bug a blggcr computer method.
As N goes up you need N2 dollars to do this.



lLo‘ts ﬁmc eHort therefore went into finding an
a gorit m to signhqcantlg reduce the number of
calculations.

3

96?}, Cooleg and Tukey of Bell Labs Published
such an algorithm and ft’ourier processiﬂg has
become a%unclamcntal element of numerical
methods.




The method Published bg C&T waiorigin ”9

invented bﬂ C'F Gauss ardund 1805

ut without

coml:)uters it was not very useful.

(Same with linear algebra, which was a theoretical
agoon of math unk comPuters came along an
could evaluate 1000x1000 matrices — and as we
have seen the DFT can be castin a linear algebra

We now beat pro.

etticient

orm.

Foruler ana

yon the com

Dlems into Forms amenable to
linear alge]:)/ra and

95i5 to do them

Stuer.)



The CEET algorlthm was reinvented a number of
t:mes etween Gauss and C&T%ut computer
technol ogy Was either not rea 3 when it was

ubllshec or the mven‘i) ors ke t ita trade secret
g"ead — Ol com panies, big Commeroal aclvantage
eing able to Process seIsmic reﬂectlon Aata}

C&T let the cat out of the bag and changecl the
WOr



We are not going to derive it completelg, but gjve
the outline.

Thc; C&T algorithm, one of man% types of
algorlthm now known to spee& up he'discrete
Fourier trans?orm, is of the “clivide~ancl~conqu<—:r”

tgpe.

So how does it work?



Return to our original definition of the DFTEHCI
assume we have an even number or Points (it not
add a Point!).

N-1

Xk — x. e~ l2mkn/N
E n

n=0

Now notice (Pu” Otl)r of your Hou~|<now~what)
that we can break this into twd sums, each using
every other Point.

N/2-1 N/2-1

Xk — Z Xon e—ian(Zn)/N+ Z x2n+1e—i2nk(2n+1)/N



N/2-1 N/2-1

Xk — Z Xon e—i2nk(2n)/N+ Z x2n+1e—i2nk(2n+1)/N

n=0 n=0

And Factoring out the cEmmon {—terrrLin the second
sum (ancl rearrangingt e stutt in the exponent}
we have

N/2-1 N/2-1
., 2T

2T . 2T
—lk—{(2n —lk— —1k—(2
X = § Xon€ N )+ e E Xons1€ N 2

n=0 n=0

SkiPPin all the details, if we start out with a
sequence fhat is a power of two |ong (hc not — Pacl
with zeros till it IS) we can continue the above
process until each sum (ofn which there wiﬁ now be
N/2) has on|9 I element.



Pictoria”g the first step looks like

E[0]

xX[0]o—»—

2]o—»— .
M2lom— N/2- point
x[6]o—»—

X[1]lo—p—
x3le—=>— N/2- point
X[5]o—»— DFET

X[7]o—»—




S0 now we Jus‘fohgi\’éi gr) gg ,Za;l‘;\év;aﬁjs Put‘cmg it all

WAV -
W%ix X%W

?/\\ >O<

Tlﬂese two ﬁ ures show the same set O]C

Peratlons on t e left the input is in ordcr and
the outPut is scrambled E decimation in

Frequen ) on ﬂg t the input is scram%lecl and
the ou? ut is i order (clecxmatlon in time).

SSSSS




. Wh Wi |
b - > » B={a-b)W] b _ N o B=a-Wib

>
The basic operation is called a “buttemqy”




Analgzing this algorithm it is found to require
O |ogzN) multiplies

(tlﬂe arithmetic oPcra’cion that counts — it is
SLOW).

This is not very signiﬁcant for small N, but is very
imPortant for large N.



We will now check this out C}l)y comParing the two
metho S.

http://blo 243 mathworks.com/steve /2012/05/01/
' the- "t~matri><~and~computation~time/

There are Iots of othei; methods/ alrgorithms but
Y

USCCI.

the C&T one is the most wide




I+ youn ed to g0 Faster, the lesson here is that
ou neecfto some thing similar — find an algorit m
that will sienificantlg reduce the number o
calcéations mostly multiplies).

You also need to know NOW the computer
|anguage you are using “does ’tlning,s”.

Matlab for examPle IS ol:)timizecl for matrix
manipula’cions — soO It behooves you to beat your
algorithm into something thatuses matricss.

This process is called vectorization. and like
algprithm clevelcc)fment and the C&T crevelopment

is NOT ALGORITHMIC and rec]uires lots of
Practice to Aevelop.



General advice for sl:)eeciing up your code.

httl:) / /WwWw. matlabtlps c?m/ OPtlle|ﬂ2~u0U|’~
code




“Singleton expansion”

e.go. when ou neecl to a | elements omc a IxN
%ec’tor tcg) the N columrEsPo% an MxN matrix.

E:xamlale — subtract mean 01(: each column From
each column.

bsxfun: AMRb=bsxfun(@minus, A mean(A));
Repmat: AM Rr:A~rerat (mean(A),size (A1) ,1);

http://stackoverflow.com/questions /12951453 /

in-matiab-when-~is-it-optimal-to~-use-bsxitun
}




http: //blogs.mathworks.com/loren/2008/08/04/
comparmg—-repmat—ancl bsxfun- Demcormance/




