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We know truth, not only by reason, but also by the heart.

– Blaise Pascal –

There are problems to whose solution I would attach an infinitely greater importance

than to those of mathematics, for example touching ethics, or our relation to God, or

concerning our destiny and our future; but their solution lies wholly beyond us and

completely outside the province of science.

– Carl Friedrich Gauss –
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This dissertation is dedicated to my brother, Matthias Göbel. Thank you for your companionship

on this quest – not beyond good and evil but surprised by joy.
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Abstract

The deformation along tectonic plate boundaries is associated with the storage and release of elas-

tic energy. The abrupt release of strain energy results in seismic energy emission during fault slip,

i.e., earthquake ruptures. The dynamics of these earthquakes, including the nucleation, propa-

gation and arrest of ruptures, is closely tied to local fault zone properties. However, the details

of how fault zone properties influence small and large earthquakes is insufficiently understood,

partially due to limited observations of fault zone structure at seismogenic depths, and necessar-

ily incomplete seismic catalogs. Here, we investigate the connection between micro-seismicity,

and variations in fault stress and structure during series of stick-slip experiments on structurally-

complex fault zones generated in natural granite samples. Within the present experimental series,

we strove to mimic the natural faulting process by creating series of stick-slip events under seismo-

genic stress conditions on complex faults. Throughout the experiments, we monitored variations in

stress, strain, and seismic activity. The latter was compared to post-experimental micro-structure of

faults observed in computer tomography images and thin sections. Our laboratory-created faults

exhibited many of the structural hallmarks of faults in nature. Moreover, the observed seismic

event distributions show many similarities to natural seismicity, including Omori-Utsu type after-

shock decays, Gutenberg-Richter frequency magnitude distributions, power-law off-fault activity

decays, and fractal hypocenter distributions. The spatial and temporal variations in seismic event

distributions in our experiments can be explained through variations in fault structure and stress.

At high stresses and in the proximity to fault asperity regions, micro-seismic events tend to clus-

ter, and show low b-values as well as high seismic moment release. Furthermore, our labora-

tory experiments provide insight into the creation of off-fault damage and resulting variations in

micro-seismicity distributions. The off-fault micro-seismic events decay as a power-law at larger

fault-normal distance with an exponent that is connected to fault roughness and normal stress.

Our laboratory faults showed rapid structural evolution toward less complexity, however, evolu-

tionary processes were predominantly limited to initial seismic cycles. Our results emphasize that

small seismic events contain essential information about fault properties, e.g., roughness, struc-

tural heterogeneity and stress level, which in turn may control the dynamics of large earthquakes.

A detailed analysis of micro-seismicity statistics and inferred fault properties therefore have the

potential to significantly advance the seismic hazard assessment of active tectonic regions.
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AES, FAULTS & SEISMIC CYCLES 1 INTRODUCTION

1 Introduction

Understanding seismic cycles, fault structures and stresses are fundamental problems in earth-

quake seismology and lithospheric dynamics. Faults are complex zones of strain accumulation,

which accommodate the motion of tectonic plates in the upper 10s of kilometers of the Earth’s

crust. The stress distribution and structure of faults is generally heterogeneous, which is expressed

in a complex distribution of seismic events in space, time and magnitude. Changes in seismic event

statistics, e.g., Gutenberg-Richter b-values provide insights into local stress variations (Schorlem-

mer et al., 2005). However, a direct comparison between absolute fault stresses and seismic event

distributions is complicated by the lack of observations at seismogenic depths. Similarly, the influ-

ence of fault structure on seismic event distributions is hard to assess in nature. Fault structural

changes are commonly only observable under exhumed conditions far away from the actual seis-

mic activity.

To study fault stresses and structure under in situ conditions and to understand their relation-

ship to seismic event distributions, we conducted stick-slip experiments on complex, laboratory-

created fault zones. Our experiments enabled us to connect fault structure observed in post-

experimental CT-scans, applied stresses and acoustic emission statistics recorded during the ex-

periments. Our earthquake analog experiments facilitate the documentation of stress, strain and

seismic energy release over several seismic cycles, which cannot readily be done in nature.

Despite the apparent difference in scale, there are several interesting observations that make

our acoustic emission (AE) studies important for the understanding of natural seismicity. For

example, our results further highlight similarities between the statistics of AE events and natural

micro-seismicity, as well as the structure of laboratory created and natural fault zones. Moreover,

a recent study showed that the statistics of small, induced earthquakes, namely Gutenberg-Richter

distributions and source scaling relations, are consistent with natural seismicity over a range of

magnitudes from M = −0.8 to M = −4.1 (Kwiatek et al., 2010, 2011). The lower end of this

magnitude range is on the order of laboratory stick-slip events. Gutenberg-Richter type frequency-

magnitude distributions have been observed repeatedly for AEs in laboratory experiments (e.g.

Scholz, 1968; Weeks et al., 1978; Amitrano, 2003; Goebel et al., 2012). Moreover, the scale

invariance between seismic moment and corner frequency of micro-seismic events was confirmed

in the laboratory during tests on dry rocks (Harrington and Benson, 2011). The sum of these

1



AES, FAULTS & SEISMIC CYCLES 1 INTRODUCTION

results suggests a similarity of physical processes involved in the creation of laboratory, induced

and natural microseismicity.

In nature, fault slip and resulting seismic energy release can occur at a broad spectrum of veloc-

ities and magnitudes from slow slip events to large, destructive earthquakes (Peng and Gomberg,

2010). The arguably most studied slip events are large earthquakes with significant societal im-

pact. However, large earthquakes are rare consequently they provide limited insight into the fault-

ing process. Small earthquakes or microseismicity, on the other hand, occur frequently and can

provide vital information about tectonic loading rates and static stress changes. Seismicity studies,

e.g., of the densely instrumented Parkfield section of the San Andreas Fault, revealed the locations

of fault asperities and stress variations over several seismic cycles (e.g. Malin et al., 1989; Wiemer

and Wyss, 1997; Schorlemmer and Wiemer, 2005; Tormann et al., 2012), and provide valuable

information about the deformation history and evolution of faults.

1.1 Fault zone structure and evolution

Figure 1.1: Schematic of fault zone com-

plexity and fault growth mechanism (modi-

fied after Wibberley et al. (2008)). The in-

set shows the possibility for fault growth at

the down-dip end.

A better understanding of the interaction between earth-

quake dynamics and fault structure is vital for the estima-

tion of likely sites and sizes of earthquakes. It is generally

accepted that fault zones can only partially be described

by planar, frictional interfaces and should rather be con-

sidered as complex zones of deformation (Figure 1.1).

This complexity controls both fluid flow behavior and

mechanical properties of faults. The structure of natural

fault zones can conceptually be described by a fault core

surrounded by a zone of distributed damage (e.g. Caine

et al., 1996; Ben-Zion and Sammis, 2003). Fault cores

contain a gouge layer, anastomosing principal and sec-

ondary zones of slip localization; and the damage zone

consists of joints, pulverized rock and subsidiary faults over a wide range of length scales (e.g.

Chester and Logan, 1986; Chester et al., 1993; Dor et al., 2006; Wibberley et al., 2008).

Recent studies extended this simple model, suggesting that fault zones may consist of multi-

2



AES, FAULTS & SEISMIC CYCLES 1 INTRODUCTION

ple anastomosing fault cores that branch and re-connect, entraining blocks of fractured protolith

(Faulkner et al., 2003, 2010). Consequently, fault structure varies substantially and shows a large

dependence on protolith composition (e.g. Schulz and Evans, 2000; Faulkner et al., 2003). Current

models of fault zone structure suggest that faults become less complex with larger displacements

so that most of the slip on mature faults occurs within zones of highly localized strain (Chester

et al., 1993; Ben-Zion and Sammis, 2003; Rockwell and Ben-Zion, 2007). This is supported by

geologic observations of mature faults in Southern California (Chester and Chester, 1998) and

a recent study based on across-fault seismicity distributions, which suggested that faults become

progressively smoother even after they accumulated more than 100 km of slip (Powers and Jordan,

2010). Other studies, however, which examined the roughness of exhumed fault surfaces showed

that large off-set faults remain in a state of consistent complexity (Sagy et al., 2007; Candela

et al., 2012), possibly due to decreasing rates of abrasional smoothing caused by gouge lubrication

(Brodsky et al., 2011) and rupture related fault re-roughening (Bhat et al., 2004; Klinger, 2010).

At this point, the apparent conflict between seismicity data and fault roughness measurements has

not been resolved.

The evolution as well as the structural and compositional heterogeneity of faults has seismo-

genic consequences. Recent results (e.g. Hori et al., 2004; Barbot et al., 2012; Noda and Lapusta,

2013) have shown that the distribution of fault patches that favor unstable (velocity-weakening)

over stable (velocity-strengthening) slip along faults strongly influence earthquake distributions

and the overall slip behavior of a fault. Earthquake ruptures and slip are, in addition to com-

positional heterogeneity, controlled by geometric heterogeneity of fault systems. The geometry

of systems of faults controls local earthquake interactions and seismicity clustering (e.g. Ward,

2000; Rundle et al., 2004; Dieterich and Richards-Dinger, 2010). Models that include fault-

system-induced interactions of earthquakes can produce seismicity characteristics similar to re-

gional observations and replicate observed statistical relations, including aftershock clustering of

natural seismicity (e.g. Ward, 2000; Rundle et al., 2004; Dieterich and Richards-Dinger, 2010).

Consequently, a more detailed understanding of fault architecture and connected seismic event

distributions is essential for seismic hazard assessment.

3
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1.2 The role of acoustic emission studies in documenting fault structure

In most cases, fault structure can only be observed on inactive, exhumed fault branches and its con-

nection to seismicity distributions cannot readily be studied in nature. Consequently, many seismic-

ity studies have drawn from laboratory results to understand seismicity variations and their under-

lying mechanisms (Main et al., 1989; Wyss and Wiemer, 2000; Schorlemmer et al., 2005; Sobiesiak

et al., 2007; Narteau et al., 2009). Laboratory studies highlight the influence of fault (Goebel et al.,

2012) and material heterogeneity (Mogi, 1962), as well as applied stress (Scholz, 1968; Amitrano,

2003; Goebel et al., 2013d) on frequency-magnitude distributions of micro-seismic events. In the

laboratory, seismic energy is predominantly radiated in form of high-frequency acoustic emissions

(AEs) during micro-cracking and micro-slip. AEs mark distinct prefailure stages, that are con-

nected to the redistribution of micro-crack activity during rupture nucleation (e.g. Lockner et al.,

1991a). AE events initially occur distributed throughout the sample and then start to localize at

the point of rupture nucleation and maximum stress (Lockner et al., 1991b). Prior to peak stresses,

a general increase in AE rate and decrease in b-value is observed, which leads up to sample failure

(e.g. Main et al., 1989; Meredith et al., 1990), and is explained by the growth and coalescence of

the pre-existing micro-crack population (Main et al., 1992). AE events during stick-slip motion on

rough fracture surfaces can be used to identify points of fault branching and increased geometric

complexity (Thompson et al., 2009). Furthermore, AEs document micro-processes before stick-slip

events (Weeks et al., 1978; Thompson et al., 2005; Goebel et al., 2012), a laboratory-analog for

earthquakes (Brace and Byerlee, 1966; Byerlee, 1970). The following section elucidates conditions

that lead to the creation of slip instability during laboratory experiments.

1.3 Mechanics of stick-slip

Stick-slip motion on interfaces is observed for a range of materials and conditions. It received

special attention because of the suggestion that stick-slip motion on rock interfaces can serve as

an analog for earthquake behavior (Brace and Byerlee, 1966). Brace & Byerlee suggested that

the repeated accumulation of strain and successive release during earthquakes can be simulated

by loading pre-cut or fractured rock surfaces resulting in series of laboratory stick-slip events. At

high confining pressures, these surfaces are largely locked during stress increase and subsequently

slip coinciding with an abrupt release of the stored stress. These slip events are connected to the

4
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radiation of seismic energy and the formation of fault gouge (e.g. Weeks et al., 1978; Byerlee,

1970). Details about role of stick-slip experiments as earthquake analogs, and the conditions that

favor slip instability over stable sliding are described in the following sections.

1.3.1 Controls on the occurrence of slip instability in frictional sliding experiments

In the laboratory, stick-slip can be considered an instability problem. For a simple frictional system,

e.g., a slider-spring system, slip commences when the elastic forces exerted by the spring exceed

the static friction along the interface of slider and the surface beneath. The occurrence of slip

instability is due to a difference in static and kinetic friction, i.e., once the block starts to slide the

friction drops suddenly to a lower level (Byerlee, 1970). The force in the spring is now greater

than the force required for the block to maintain sliding, thus the system becomes unstable and

the slider accelerates.

The frictional behavior of an artificial fault (saw-cut or fracture surface) is controlled by the

frictional properties of the interface and the elastic properties of loading frame and sample. Dur-

ing triaxial compression tests, slip instability occurs when the decrease of frictional strength with

displacement exceeds the rate of stress decrease which is controlled by the machine stiffness. The

displacement over which the friction decreases from its static to dynamic value is given by the

slip weakening distance, Dc. The transition from stable to unstable sliding is reached when the

unloading rate, K, equals the strength decrease, ∆τ, over Dc (Dietrich, 1978). Thus, for stick-slip

to occur the following inequality has to be satisfied:

K < ∆τ/Dc. (1.1)

∆τ is connected to the decrease in friction ∆µ:

∆τ = ∆µσn, (1.2)

where σn is the normal stress. The normal stress at the transition from stable to unstable sliding

(K = ∆τ/Dc) is linearly related to the stiffness constant (K):

σn =
Dc

∆µ
K. (1.3)

5
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This linear scaling of normal stress and machine stiffness at the transition from stable to unstable

sliding was confirmed by experiments on granite samples (Dietrich, 1978). The magnitude of the

decrease in friction is a function of surface properties, sliding velocity and time of contact.

An example for the formulation of a friction law that describes the decrease in friction due to a

change in sliding velocity can be found in Dietrich (1978):

∆µ = A

(

log(Bt + 1) − log(B
Dc

Vl
+ 1)

)

, (1.4)

where t denotes the contact time, Vl is the loading velocity and A and B are constants with values

of approximately 0.01–0.02, and 1.0–2.0, respectively (Dieterich, 1979). This version of the rate-

and-state friction law highlights the initial increase in frictional resistance as function of logarithm

of contact time and the final steady state friction as function of the new sliding velocity (Vl). To

describe experimental observations, another formulation of the friction law (Dieterich-Ruina law)

is commonly used (e.g. Ruina, 1983; Dieterich and Kilgore, 1994; Scholz, 1998):

∆µ = a ln

(

V

V0

)

+ b ln

(

V0θ

Dc

)

, (1.5)

where V is slip velocity, V0 is a reference velocity, and a and b are material dependent constants

characterizing the degree of velocity strengthening or weakening due to changes in sliding velocity.

The state variable, θ, evolves according to:

dθ

dt
= 1 −

θV

Dc
. (1.6)

A requirement for slip instability to occur is that friction decreases due to a velocity step (ve-

locity weakening) (e.g. Ruina, 1983; Dieterich and Kilgore, 1994). In that case, even an initially,

stable-sliding surface can create stick-slip events if perturbed by a velocity increase that results in a

drop in friction over Dc that exceeds the unloading stiffness of the system. The influence of contact

time on initial frictional resistance was observed during asperity indentation tests confirming an

increase with the logarithm of time (Engelder and Scholz, 1976).

Additionally surface roughness influences slip stability, i.e., rougher faults are generally ob-

served to have larger Dc values than smoother fault (e.g. Dieterich, 1979; Okubo and Dieterich,

1984) so that the transition from stable to unstable sliding would occur at higher normal stresses.
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1.3.2 Micro-processes during the initiation of stick-slip

Several processes were suggested to be active on a micro-scale during the initiation of stick-slip.

Asperity indentation tests revealed a relationship between static friction and asperity hardness

(Engelder and Scholz, 1976). The authors suggest that stick-slip was generally connected to brittle

fracture of asperities which may result in the creation of distinct wear-grooves in case of sufficient

hardness contrasts between asperity and the sliding surface (Engelder, 1974). Similarly, brittle

asperity fracture was suggested to play a key role at the point of initiation of stick-slip for frictional

sliding tests on granite surfaces (Byerlee, 1970), which generally produces a substantial amount of

gouge. The generation of gouge is an indicator of asperity fracture but it does not provide evidence

if these fracture processes are predominately active before, at the initiation or during stick-slip.

Another important micro-scale process is asperity shear which leads to a detachment of junctions

by overcoming adhesive forces, asperity ploughing and time-dependent asperity-creep (Engelder,

1974; Dietrich, 1978). A recent work showed the merit of AE studies in distinguishing the micro-

processes that are active during stick-slip initiation (McLaskey and Glaser, 2011). The authors

showed that both asperity shear and fracture are active during the initiation of stick-slip. Brittle

rock samples with relatively higher asperity hardness exhibit brittle fracture of asperities whereas

softer materials (e.g. synthetic polymers like acrylic glass) create stick-slip events at comparably

low normal stress by shearing the points of contact between planar surfaces. This type of asperity

failure creates micro-seismic events with predominant double-couple source mechanism similar to

natural earthquakes.

In both laboratory and nature, the occurrence of slip-instability is not only sensitive to fault

zone composition but also to gouge content. The composition, thickness and consolidation level

of the gouge layer has a direct influence on the frictional stability of surfaces and the critical

slip weakening distance (e.g. Dietrich, 1978; Marone et al., 1990; Marone and Kilgore, 1993;

Saffer and Marone, 2003). Quartz rich granite powders, for example, exhibit velocity weakening

which favors slip instability (e.g. Green and Marone, 2002) whereas phyllosilicates exhibit velocity

strengthening which supports stable sliding (e.g. Moore and Lockner, 2004; Moore and Rymer,

2007; Faulkner et al., 2011).
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1.3.3 Summary of controlling parameters of stick-slip

The occurrence of slip instability is controlled by material properties, loading conditions and the

machine stiffness which supplies elastic energy to a propagating rupture (e.g. Byerlee and Brace,

1968; Dietrich, 1978; Lockner and Beeler, 2002). In nature, elastic energy is stored in the sur-

rounding lithology of a fault. A slip instability occurs if a nucleating rupture patch reduces a

fault segment’s strength faster than the driving stress is reduced (Byerlee, 1970; Dieterich, 1979;

Lockner and Beeler, 2002).

Following parameters influence slip stability and favor stick-slip type fault motion in lab-

experiments:

1. high normal stress

2. low combined stiffness of sample and loading apparatus

3. large fault topography or roughness

4. long contact times due to slow loading rates or artificial hold times

5. fast loading rates which result in higher reduction in friction

As can be seen from this list, constant loading rates influence frictional stability in two ways: First,

slow loading rates effectively increase hold-times and the initial frictional resistance, thus work-

ing in favor of instability, and second, slow loading rates also decrease the drop in friction at the

initiation of sliding, favoring stable sliding. Within the range of confining pressures (10s–100s

of MPa) and strain rates (10−6–10−4 s−1) that are common during triaxial compression tests, ma-

chine stiffness, confining pressure and material properties seem to influence the slip characteristics

substantially more than differences in loading rates (Byerlee and Brace, 1968).
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1.4 Summary of Dissertation Chapters

The present work focuses on 4 different aspects of AE analysis during laboratory, frictional sliding

experiments: (1) the connection between fault structure and variations in AE statistics, (2) the

connection between fault stress and b-values, (3) the similarities between microseismicity and fault

structure in the laboratory and nature, and lastly (4) the relationship between fault roughness,

stress and off-fault seismicity distributions. In the following, we will give a brief summary of each

of these points.

1. - Chapter 3: The first study tested if changes in b-value, seismic moment release and event-

densities are connected to along-strike fault heterogeneity. Fault heterogeneity was identified and

documented in post-experimental computer tomography images. AE event statistics were analyzed

over series of stick-slips on structurally complex fault zones. Major asperity regions, i.e., areas of

comparably small fault zone width, were connected to low b-values, increased AE event densities,

and high moment release. These asperity regions played an important role in controlling the

nucleation spots of dynamic slip events.

2. - Chapter 4: We examined the relationship between cyclical stress changes and temporal

variations in micro-seismic event statistics. The basis of this study were series of stick-slip ex-

periments on structurally complex faults. We observed repeating AE patterns, namely, increasing

AE-rates and seismic moments as well as decreasing b-values before failure events. b-values and

differential stress were linearly related throughout most of the seismic cycle, so that an increase

in stress resulted in a general decrease in b-value. Furthermore, we observed an abrupt increase

in b-value after slip events. The amount of b-value increase was indicative of the effectiveness of

a slip event in reducing the stress level on the fault. Our results support a connection between

b-value variations and stress but also highlight the influence of fault zone complexity which can

mask stress-driven b-value variations.

3. - Chapter 5: Within the scope of this study, we investigated similarities of micro-seismic

event statistics and fault structure in laboratory experiments and nature. Our laboratory-created

faults showed many structural characteristics of upper crustal faults including a damage zone,

and areas of localized slip embedded in a gouge layer. In addition to the structural similarities,

we observed many parallels between AE events and natural seismicity. AE event statistics could

be described by both the Gutenberg-Richter frequency-magnitude distribution and Omori-Utsu
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aftershock decay. Moreover, our experiments support a connection between low b-value regions

and locations of geometric fault asperities, providing a physical explanation for observations of

seismicity anomalies within the Parkfield region of the San Andreas fault (e.g. Wiemer and Wyss,

1997). These results emphasize the importance of stick-slip experiments for a better understanding

of fault structure.

4. - Chapter 6 We examined the connection between predefined fault roughness and micro-

seismic event distributions, showing that the roughness of saw-cut surfaces can be inferred from

the distribution of AE off-fault activity during laboratory frictional sliding experiments. The AE

activity at increasing fault-normal distances could be described by a power law with an exponent

that varied systematically for different roughness. The observed variations in off-fault activity

exponents are connected to changes in contact size distributions and the spatial extent of stress

perturbations. Moreover, the contact size distributions were also sensitive to the applied normal

stress resulting in a negative, linear relationship between normal stress and seismic off-fault activ-

ity distributions for faults with the same initial roughness. In Chapter 7, we extended the results

from saw-cut surfaces to more complex fault zones that developed from incipient, saw-cut-guided

fracture surfaces. We observed a strong, initial fault smoothing over the first stick-slip events ex-

pressed by a rapid increase in the off-fault activity exponent. The seismic activity decay during

latter stick-slips remained at largely constant values which were related to the fault normal stress

within a particular experiment. These series of experiments highlighted that both fault roughness

and fault stress strongly influence the decay of seismic activity at increasing fault normal distances.

Chapters 3–7 are published (Goebel et al., 2012, 2013d) or in the process of being published

(Goebel et al., 2013a,b,c). They include a description of the relevant experiments, methods and

scientific background, thus, are self-contained, and can be read as individual papers.

Chapter 8 discusses the present experiments in the context of recent results from mining in-

duced seismicity studies. This chapter also examines the current findings in light of a theoretical,

minimum size for tectonic earthquakes, and possible breaks in scaling relations of source parame-

ters as well as frequency-magnitude distributions from the laboratory to crustal scales.
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2 Experimental method & data

This chapter gives a brief overview over the experimental methods and the collected data. More

extensive details about the relevant experiments can be found in the Method sections of individual

Chapters. We designed out experiment to mimic conditions within the seismogenic crust, for

example, high confining pressures and slow loading rates as well as the strain accumulation along

structurally, complex fault zones.

2.1 Rock specimens, sample geometry and loading conditions

The here presented series of experiments were conducted on cylindrical Westerly granite speci-

mens. Westerly granite exhibits grain sizes between 0.05–2.2 mm with an average grain size of

0.75 mm (Byerlee and Brace, 1968; Stesky, 1978). It is isotropic and consists of 28% quartz, 33%

plagioglase, 33% K-feldspar, 5% mica (3.5% biotite, 1.9% muscovite) (Chayes, 1950a).

We report on experiments with three different initial sample geometries (Table 2.1). The first

set of experiments was conducted on intact samples which were fractured and then reloaded to

create stick-slip events. It will be referred to as fracture experiments or experiments on fractured

surfaces in the following. The fracture of intact samples led to a range of different fault orien-

tations including faults that started to nucleate from within the upper boundary surface. If the

faults penetrated the upper boundary surface, commonly, no stick-slips could be created due to the

vertical confinement of the loading piston.

A second type of geometry consisted of samples that contained saw-cut notches at a thirty

degree angle to the loading axis (Figure 2.1a). These notches focused most of the deformation

toward the center of the samples, while still enabling us to create rough surfaces with complex

structure. For these experiments, we always observed stick-slip behavior after fault locking and

subsequent re-loading. The length of the notches of the saw-cut guided fracture experiments was

varied between 1.5 to 2.3 cm to test the influence of different surface areas on sliding character-

istics. The connected fracture surface sizes decreased accordingly from 5–3.4 cm (Table 2.1). The

notches resulted in ∼1 mm wide gaps which were closed by inserting low-friction teflon sheets.

The third and last type of initial geometries were samples with simple, continuous saw-cuts.

The resulting planar surfaces were ground using different size silicon-carbide abrasives to create

a spectrum of initial roughness. Depending on loading rates, hold-time, normal stresses, and
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Experiment ID d [mm] h [mm] lRS [mm] NSS Description

01,02 40 107 80 0–1 fracture surface
04,05,07,08 40 107 34–50 3–6 saw-cut guided fracture
09,10,12,15,16 50 100 0 0–7 continuous saw-cut

Table 2.1: Overview of experiments conducted using three different initial geometries. Experiment ID: Index
used to differentiate the different experiments. Depending on the chapter these indices are preceded by ’WG’,
’W’ or ’WGRN’ which indicate rock type and sample geometry. d: sample diameter, h: sample height, lRS:
length of rough, laboratory-created fracture-surface, NSS - number of stick-slip events with large stress-drops.

roughness these experiments showed a spectrum of behavior from creep, to frictional sliding at

constant stress as well as series of stick-slip events. These type of experiments were basis of

the analysis in chapter 6. Within this chapter, the experiments IDs were modified to express

different roughness and confining pressures of the corresponding experiments (e.g. HR-HP for

high roughness and high pressure and LR-LP for low roughness and low pressure etc.)

All of the here described experiments were conducted under triaxial compression and at room

temperatures. Prior to loading, the specimens were oven-dried for at least 24 hours. The fracture-

surfaces in both intact and notched samples were created at a confining pressure of 75 MPa.

The laboratory faults were locked by increasing the confining pressure to 120–150 MPa, which

was followed by axial loading resulting in frictional sliding, creep or stick-slip. Rock fracture and

frictional sliding were performed with a 4600 kN MTS servo-controlled loading frame in a 200 MPa

pressure vessel (Figure 2.1c).

2.2 Data

Throughout the experiments, we monitored mechanical and seismic data. Axial stresses were

measured at an external load cell providing a precise estimate (uncertainty between 4–6 MPa)

of the applied stresses. An example of a loading curve of a typical stick-slip sequence can be

found in Figure 2.2a. At the beginning of each interslip period the stress increases linearly, then

progressively deviates from linearity closer to failure, and shows a spectrum of slip events with

small and large stress drops.

Local strains were measured using small (1×1 cm), two-component strain gauges that were at-

tached directly to the rock surface. Generally, the strain measurements show similar characteristics

to the previously described loading curves, i.e., both linear and non-linear strain increase before
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Figure 2.1: Photographic images of a Westerly granite sample, AE sensors and the loading rig. a): Westerly
granite sample and saw-cut notches, b): Sample, rubber jacket, strain and piezo electric sensors, c): Loading
frame and pressure vessel at GFZ-Potsdam, Germany.

stick-slip and a range of strain release events.

To determine variations in seismic velocities, we used piezo-electric transducers as active pulse

senders. This enabled us to update the seismic velocity model every 10–300 sec, thus document-

ing dynamic changes in elastic properties of the specimens. The seismic velocities were generally

sensitive to damage creation and the occurrence of stick-slip events (Figure 2.2b). The veloc-

ity measurements commonly exhibited a drop due to slip which was partially recovered during

stress increase over the subsequent interslip period. Furthermore, we observed a strong seismic

anisotropy due to axial loading stresses which was documented by the horizontal and vertical sen-

sor pairs. We used the measured anisotropy as input for travel-time inversions which improved the

accuracy of AE hypocenter locations to about 1–4 mm (for details about hypocenter determination

see Appendix A).

Besides mechanical data and seismic velocities, we recorded and analyzed complete acoustic

emission waveforms from 14 piezo-ceramic transducers. These transducers had resonance fre-

quencies of 1 and 2 MHz. Our data acquisition system consisted of 8 high-speed digitizing boards

with 80 GByte internal hard disk space. The internal hard drives prevent any type of data loss due

to downtime during data streaming. Each channel was operated in a triggered mode at a sampling
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Figure 2.2: Example of differential stress, axial strain and seismic velocities for one of the saw-cut guided
fracture experiments. All of the displayed data show clear evidence for series of stick-slip events. a): Differ-
ential stress (black curve) and local axial strain (red curve), b): Axial (green curve) and radial (orange curve)
seismic velocities. Note the strong seismic anisotropy due to axial loading.
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Figure 2.3: Example of differential stress (black curve) and AE-rate (blue curve) binned every 10 s for one
of the saw-cut guided fracture experiments.

frequency of 10 MHz (corresponding to a time resolution of 0.1 ¯s) and an amplitude resolution of

16 bits.

Based on the recorded waveforms, we determined the number of AEs within specific time

frames. The corresponding AE rates showed a general increase before small and large stress drop

events and sharp peaks that coincided with the onsets of stress drops (Figure 2.3). We observed

most AE events during experiments on fracture and saw-cut guided fracture experiments whereas

continuous saw-cut surfaces created comparably less events with the lowest AE-rate for smooth,

planar surfaces.

In addition to the precise location of each AE event and AE rates, we also determined their

amplitudes based on the recorded waveforms following Zang et al. (1998):

A =

√

√

√

√

1

k

k

∑
i=1

( ri

10
Aimax

)2
(2.1)

where Aimax
is the maximum amplitude of the AE waveform at each sensor, ri is the distance

between the source and the ith receiver in millimeter and k is the total number of sensors used
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for the amplitude calculation. The computed value is an average amplitude for the whole array

assuming elastically propagating, spherical waves of a point source, corrected for geometrical

spreading on a 10 mm reference sphere.

Based on AE amplitudes, we assigned magnitudes (M = log A) to each event. The utilized

magnitude scale is specific for our laboratory set-up and, at this point, does not provide an estimate

of the actual seismic moment or seismic energy release. Nevertheless, based on the local magnitude

scale, we computed relative seismic moments which provide important insights into spatial and

temporal variations of moment release during an experiment. Here, moment and magnitude are

related over:

M0 = 10CM. (2.2)

Figure 2.4: Example of AE locations and

magnitudes of a frictional sliding experi-

ment on a planar saw-cut surface with pre-

defined roughness.

We chose C = 3/2 which is commonly used for real

earthquake scaling relationships. Since our analysis fo-

cused on relative, spatial variations in M0, the changes

in C caused only an up or down scaling and had no in-

fluence on the detectability of moment variations.

The combination of magnitude information and AE

hypocenter locations can provide important insights into

fault zone properties. AE hypocenter locations generally

focused within or in the proximity of the laboratory fault

zones (Figure 2.4), and can be used to assess changes in

fault orientation and fault structure.

After completion of the experiments, we analyzed re-

sulting fault zone micro-structures in thin-sections. We

preserved the fault’s micro-structure by introducing low

viscosity epoxy resin which when cured, enabled cutting

and grinding of the sample without changing the grain

configuration. Accompanying the thin-section images,

we created computer tomography images of the deformed samples. These images were taken

using an X-ray computer tomography system (GE Phoenix X-ray nanotom 180 NF) equipped with

a 180 kV/15 W nanofocus tube and a digital 5 Megapixel detector. The theoretical resolution of
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CT-scans is ∼30 µm, but in practice the resolution may decrease due to boundary effects, small

density contrasts between different grains and limited penetration for large sample sizes.

The here acquired spectrum of data is unique in its breadth and facilitates a direct connection

between stress, strain, seismic data and post-experimental fault structure. Furthermore, the re-

peated occurrences of stick-slip events provide the opportunity to study fault properties over many

successive seismic cycles which is generally not possible in nature.
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3 Identifying fault heterogeneity by mapping spatial anomalies

in acoustic emission statistics

3.1 Abstract

Seismicity clusters within fault zones can be connected to the structure, geometric complexity and

size of asperities which perturb and intensify the stress field in their periphery. To gain further

insight into fault mechanical processes, we study stick-slip sequences in an analog, laboratory

setting. Analysis of small scale fracture processes expressed by acoustic emissions (AEs) provide the

possibility to investigate how microseismicity is linked to fault heterogeneities and the occurrence

of dynamic slip events. The present work connects X-ray computer tomography (CT) scans of

faulted rock samples with spatial maps of b-values (slope of the frequency-magnitude distribution),

seismic moments and event densities. Our current experimental set-up facilitates the creation of

a series of stick-slips on one fault plane thus allowing us to document how individual stick-slips

can change the characteristics of AE event populations in connection to the evolution of the fault

structure. We found that geometric asperities identified in CT-scan images were connected to

regions of low b-values, increased event densities and moment release over multiple stick-slip

cycles. Our experiments underline several parallels between laboratory findings and studies of

crustal seismicity, for example, that asperity regions in lab and field are connected to spatial b-

value anomalies. These regions appear to play an important role in controlling the nucleation

spots of dynamic slip events and crustal earthquakes.

3.2 Introduction

Fault systems contain geometric and structural complexities on multiple scales. The San Andreas

fault system, for example, consists of several sub-parallel faults which accommodate the relative

movement of the Pacific and North-American plates. The strain accumulation and release in con-

nection with the movement of tectonic plates result in the creation of broad fault zones which

evolve over time. The slip distribution along plate boundaries can be explained to first order by

geometrically simple systems of planar faults (e. g. Ben-Zion and Sammis, 2003) but the spatial

distribution of earthquake hypocenters reveals a picture of great complexity. Seismicity within the

continental crust, which is connected to both frictional and fracture processes, is strongly influ-
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enced by fault zone geometry, segmentation, and roughness (e. g. Aki, 1979, 1984; Malin et al.,

1989; Zhang et al., 1991; Dieterich and Smith, 2009; Powers and Jordan, 2010).

Within the scope of this study, we investigated the connection between the spatio-temporal dis-

tribution of microseismicity and structural heterogeneities of fracture surfaces during laboratory

stick-slip experiments. In particular, we concentrated on the influence of geometric fault asperi-

ties, which are commonly seen as areas of increased fault strength and resistance to slip. The term

asperity has been used in seismological studies to describe highly stressed, locked fault patches.

These patches are observed to produce large co-seismic moment release during earthquake propa-

gation but can also be linked to rupture nucleation and arrest (e. g. Kanamori and Stewart, 1978;

Kato et al., 2010). In laboratory studies, areas of increased fault strength may be connected to in-

flections, unbroken asperities, as well as healed or branching faults (e. g. Scholz, 2002; Lei, 2003;

Lei et al., 2004; Thompson et al., 2009). We define asperities as areas of large sliding resistance

and more specifically as load-bearing points of contact between rock surfaces (Jaeger and Cook,

1979) as a result, for example, of locally increased positive fault topography. The regions of geo-

metric asperities can be identified using CT-scan images and can be connected to episodic locking,

enhanced strain accumulation and fault rupture.

Fault plane asperities have been studied at crustal and laboratory scales. The latter aims to

mimic similar conditions to those inside of the seismogenic crust. An advantage of laboratory ex-

periments is that experimental set-ups can be adapted to study isolated processes, e. g. the role

of an asperity region in creating macroscopic slip events. Rock mechanics experiments have been

essential in extending the understanding of physical processes involved in earthquake ruptures.

Brace and Byerlee (1966) demonstrated that stick-slips during triaxial compression tests of sim-

ulated faults may be considered as analogous to earthquakes. Furthermore, the widely used rate

and state friction laws were based on laboratory observations (Dietrich, 1978; Ruina, 1983) and

have since been applied to describe parts of complex fault behavior.

3.2.1 Acoustic emissions in laboratory experiments

Non-elastic deformation of rock specimens in the brittle regime is connected to microcracking

events that emit elastic waves similar to seismic waves during crustal earthquakes. The hypocen-

ters and amplitudes of these acoustic emissions (AEs) have been determined with increasingly high

accuracy and applied to the description of fracture processes of intact rock (e. g. Zang et al., 1998;
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Lei et al., 2004). AEs show a high degree of localization during the initiation of catastrophic fail-

ure (Lockner et al., 1991a). Scholz (1968) and Amitrano (2003) demonstrated that the frequency

magnitude distribution (FMD) of AEs during loading of intact samples follows a power law sim-

ilar to the Gutenberg-Richter distribution of natural seismicity with a decreasing slope (b-value)

with increasing differential stress. b-values also exhibit a characteristic minimum before the failure

of intact rock samples that has been linked to stress-driven microcrack corrosion and coalescence

(e. g. Main et al., 1989; Meredith et al., 1990). The authors suggest a negative correlation between

b-values and the level of stress.

In addition to fracture experiments, many studies focused on the investigation of naturally and

artificially created faults during triaxial compression. Amitrano and Schmittbuhl (2002), for ex-

ample, observed a damage zone containing a gouge layer, as well as regions of high and low crack

density during frictional sliding of rough fracture surfaces. A detailed micro-analysis showed many

mode II cracks that accommodated the fault displacement. Sammonds and Ohnaka (1998) con-

ducted experiments on saw-cut faults with pre-defined roughness which showed that b is related

to the fractal dimension of the surface topography during frictional sliding with lower b-values

for smoother surfaces. Thompson et al. (2009) showed that AE hypocenters during stick-slips on

natural fracture surfaces cluster close to asperities. They identified asperities using both CT-scan

images and AE event locations and suggested that asperity regions in laboratory experiments are

analogous to locked patches of crustal faults in that they are barriers to fault slip.

3.2.2 Spatial b-value mapping

The role of fault zone complexity in the creation of crustal seismicity and its connection to rupture

nucleation spots is an area of active research. Ben-Zion and Sammis (2003) argued that faults

evolve toward geometric simplicity with increasing total offset (“slip age”). The authors suggest

geometrical and material heterogeneity of planar faults as a mechanism that leads to complex

seismicity clustering. In subduction zones, fault plane asperities have been identified by high

seismic moment release. Corresponding aftershocks are suggested to create areas of high b-values

(Sobiesiak et al., 2007). The nucleation spots of ruptures have been linked to fault plane asperities,

for example for the Parkfield section of the San Andreas Fault (Schorlemmer and Wiemer, 2005).

An investigation of spatial b-value variations along the Parkfield section revealed a pronounced low

b-value anomaly that coincides with a fault plane asperity (Wiemer and Wyss, 1997; Schorlemmer
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et al., 2004a). This area also produced large co-seismic slip during the 2004 M=6.0 Parkfield

earthquake (Schorlemmer and Wiemer, 2005). A detailed mapping of fault plane asperities could

play an important role in seismic hazard assessment. While variations in seismic b-values have

been associated with asperities in natural faults, there is a lack of additional data to validate this

interpretation. The physical mechanisms involved in their creation remain unclear, for example,

if low b-values are a consequence of regional fault criticality, or the failure of one or more large

asperities on a rough fault.

We extend previous studies by connecting detailed b-value maps with in situ fault structure

observations. While many laboratory experiments were focused on the mechanism of rock frac-

ture, we put our emphasis on the analysis of AEs during stick-slip sliding. We created naturally

faulted surfaces and observed the AE build up with approaching dynamic slip events as well as

AEs occurring immediately after slips. AE events can be related to both fault morphology and

branching (e. g. Lei et al., 2004; Thompson et al., 2009). AE hypocenter locations and amplitudes

were analyzed within the framework of a single fault zone, thus isolating the influence of asperities

from other suggested geometrical heterogeneities like fault branching. We developed a method to

create several stick-slips on one fault to test the persistence of major asperities.

AE patterns were related to fault heterogeneities as revealed by CT-scan images and microstruc-

tural analysis. In this study, results from three stick-slip experiments are presented. Initially, we

describe the mechanical details of fault creation and the following stick-slip events. We then show

the applicability of concepts and statistical relations derived from crustal seismicity to our data,

namely to the microseismicity which occurred in connection with stick-slips. The main part of

this study is focused on the identification of fault plane asperities using b-values, seismic moment

release, and event densities of AEs, and to compare it to CT-scans. Lastly we look at the evolution

of the fault plane structure with successive stick-slip events.

3.3 Method

3.3.1 Rock sample and loading

We present results from triaxial compression experiments conducted on three, cylindrical Westerly

granite (WG) specimens (40 × 107 mm). Westerly granite, which is a good representative of the

continental, seismogenic crust, is isotropic and consists of 28% quartz, 33% plagioglase, 33% K-
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feldspar, 5% mica (3.5% biotite, 1.9% muscovite) (Chayes, 1950a) with an average grain size of

0.75 mm (Stesky, 1978).

Rock fracture and frictional sliding were performed with a 4600 kN MTS servo-controlled load-

ing frame and a 200 MPa pressure vessel. All experiments were conducted at previously oven

dried samples to avoid additional complexity and to facilitate the interpretation of results. An

elastic rubber jacket was installed around the specimens to prevent any fluid penetration during

the experiments. The axial force was measured by an external load cell. Both vertical and hori-

zontal strain were determined by local strain gauges and larger scale deformation braces (similar

to LVDTs). The maximum displacement, which was limited by the strength of the rubber jacket,

was ∼ 6 mm depending on the experimental set up and rock sample preparation. We used piezo-

ceramic sensors with 1 mm thickness and a resonance frequency of 2 MHz for AE recording and

ultra-sonic pulse generation. Samples were drilled from homogeneous granite blocks, without any

visible cracks. The end surfaces were cut and ground parallel to ± 0.03–0.1 mm. For specimens

WGRN04 and WGRN05, we introduced saw-cut notches in a 30◦ angle to the loading axis on op-

posite sides of the samples. An approximately 1 mm wide gap was created due to the thickness of

the cutting disc which was filled with low friction teflon sheets. The notches provided a guide for

fracture propagation resulting in the localization of deformation between their ends.

Post experimental microanalysis of fault structure and crack network was performed using

a X-ray computer tomography system (GE Phoenix X-ray nanotom 180 NF) equipped with a

180 kV/15 W nanofocus tube and a digital 5 Megapixel detector. The theoretical resolution of

CT-scans is ∼30 µm, but in practice the resolution decreases due to boundary effects, small den-

sity contrasts between different grains and limited penetration for large sample sizes. Scanning of

samples by X-rays allows visualizing density contrasts on gray-scale images because the absorption

of the electromagnetic waves depend on material contrasts (density, atomic number), thickness,

and radiated X-ray energy.

3.3.2 Fracture of intact rock and stick slip events on fault

We developed a three-step procedure, in which initially the intact part of the rock samples were

fractured during axial loading at constant strain rates of ǫ̇ ∼ 3 · 10−6 s−1 (20 ¯m/min) and con-

fining pressure of Pc = 75 MPa (Figure 3.1 left). As a second step, we locked the fault by an

increase in confining pressure to 150 MPa and during the final step resumed axial loading which
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Figure 3.1: left: Schematic diagram of loading conditions and stresses. Arrows in lower left specify the
sample specific coordinate system. right: Sliding of fault with naturally developed roughness in fault specific
coordinate system which is also used for the later AE representation.

led to a reactivation of the fault (Figure 3.1 right) in form of a series of stick-slip events. The

uncertainty in stress, confining pressure and displacement were estimated to be 6 MPa, 0.5 MPa

and 3 µm respectively. Initial experiments were conducted on completely intact samples followed

by a later set of experiments on notched specimens. The failure process of intact samples from

our earlier experiments (not shown) resulted in complex fault structures that contained multiple

fracture surfaces. The introduction of notches provided a key improvement in our experimental

set-up and ensured the reproducibility of results. The naturally developed laboratory faults had a

simpler structure and a single fault plane with predictable orientation. This information could be

used to optimize the locations of AE sensors on the sample periphery.

Figure 3.2 shows the loading curve during fault activation of WGRN05 with characteristic stick-

slip behavior. We observed an initial linear increase of stress and strain which was followed by a

growing deviation from linearity leading up to stress drop events which were connected to macro-

scopic slip of the entire fault. Six abrupt slip events with stress drops (∆σ) between 132–181 MPa

and duration of max. 0.1 s were observed during frictional sliding of sample WGRN05 (Figure 3.2).
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Figure 3.2: Differential stress and axial displacement (ux) for experiment WGRN05 with characteristic stick-
slip behavior. The slip events with large stress drops are labeled from 1 to 6. All slip events with large
stress drops nucleated within a differential-stress window of 30 MPa (upper dashed lines). The residual stress
decreased systematically after each successive stick slip as indicated by the downward sloping dashed line.

All slip events occurred within a differential-stress-window of 30 MPa between peak stresses of

266–296 MPa without any systematic changes in the maximum fault strength. The largest stress

drop was connected to slip event 5. The residual stress after each of the slips decreased system-

atically (downward sloping, dashed line in Figure 3.2), which is likely to be connected to fault

smoothing with successive slip events.

Table 3.1 shows loading conditions and number of slip events for the three different samples

that were used in this study. The specimen WGR01 had no notches but a through going fracture

surface with natural roughness and a coefficient of friction of about 0.66. It produced one slip

event with a large stress drop. This stress drop was preceded by about 60 min of frictional sliding

at a consistently high differential stress level which was interrupted by several smaller slips. The

notched samples, WGRN04 and WGRN05, produced three and six stick-slip events, respectively,
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Sample lrs ln Pcfrac
Pcslide

σmaxfrac
σmaxslide

uxmax Nslips

cm cm MPa MPa MPa MPa mm

1 WGR01 8.5±0.15 - 75±0.5 150±0.5 780±6 570±6 3.1 1
2 WGRN04 5±0.15 1.5±0.15 75±0.5 150±0.5 610±6 400±6 3.0 3
3 WGRN05 4.2±0.15 1.9±0.15 75±0.5 150±0.5 505±6 295±6 4.1 6

Table 3.1: Overview of experiments and boundary conditions conducted on samples WGR01, WGRN04, and
WGRN05. WGR01 was fractured in its intact condition while WGRN04 and WGRN05 contained notches. lrs:
approximate length of the rough fracture surface, ln: length of each notch, Pcfrac

: confining pressure during
fracture stage, Pcslide

: confining pressure during frictional sliding of the fractured surfaces, σmaxfrac
: maximal

differential stress during fracture stage, σmaxslide
: maximal differential stress during sliding, uxmax : maximum

vertical displacement, Nslips: number of abrupt slip events with large stress drops.

with stress drops between 115–217 MPa. The maximum differential stress during fracture and

sliding phases decreased from WGR01 to WGRN05 as a result of specimen weakening due to

longer notches. The maximum axial displacement was between 3.0 and 4.1 mm.

3.3.3 AE data

The main focus of this study was to connect AE properties (namely magnitude, density, b-value,

and location) to specific heterogeneities of the fault zone. We recorded and analyzed complete

acoustic emission waveforms from 16 piezo-ceramic transducers with a resonance frequency of

about 2 MHz using eight high-speed digitizer cards with 80 GByte internal hard disk space. The

internal hard drives prevent any type of data loss due to downtime during streaming. Each channel

was operated in a triggered mode at a sampling frequency of 10 MHz (corresponding to a time

resolution of 0.1 ¯s) and an amplitude resolution of 16 bits. Large deformation during fracture and

shear caused significant changes in elastic moduli, hence also in seismic velocities. To account for

these variations during hypocenter determination, velocities were computed every 5 to 30 s from

onset times of high-voltage pulses transmitted by piezo-ceramic sensors. This technique improved

the location accuracy to about 1–4 mm. Further details about the AE-system can be found in

Stanchits et al. (2006).

The amplitude of each AE event was determined similarly to Zang et al. (1998):

A =

√

√

√

√

1

k

k

∑
i=1

( ri

10
Aimax

)2
(3.1)

where Aimax
is the maximum amplitude of the AE waveform at each sensor, ri is the distance
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between the source and the ith receiver in millimeter and k is the total number of sensors used

for the amplitude calculation. The computed value is an average amplitude for the whole array

assuming elastically propagating, spherical waves of a point source, corrected for geometrical

spreading on a 10 mm reference sphere.

Within the framework of this study we distinguished between AEs which were described by

their locations, magnitudes, and origin times and macroscopic, dynamic slip events with specific

stress drops, durations, and onsets of stress drops. Dynamic slip events were associated with

a whole set of AE events, consisting of AE- “fore-”, “main-” and “aftershocks”. The nucleation

spots of macroscopic slip events were defined as âĂIJmainshocksâĂİ. They were easily detectable

due to abrupt increases in AE rates, their temporal proximity to the onsets of large stress drops,

their distinct waveforms as well as their large amplitudes. An initial mainshock selection was

performed by identifying the largest magnitude AE within a 0.2 s time window around the onset

of stress drops. This time window accounts for the different sampling rates and synchronization

uncertainties of AE and stress data. The mainshock identification was then confirmed by analyzing

the waveforms associated with slip onsets and by comparing them to a waveform of a typical AE

event. The two signals showed very distinct characteristics (Figure 3.3) in terms of duration and

amplitude. A commonly observed AE event exhibits a burst signal of high frequency, with high,

initial amplitudes which decay rapidly within less then 0.050 ms. AE waveforms of slip events

generally show larger amplitudes that are clipped on all channels due to the limited dynamic

recording range of the AE system. The signal can have a total duration of up to 10 ms. Right

after the sliding, several aftershock AEs might be hidden in the coda of the large event, for which

recordings were momentarily clipped by the large signal, as is common for actual earthquake

studies. However, this temporary loss of recording ability did not affect our statistical studies or

the identification of the mainshocks.

In the context of a mainshock, we then defined aftershocks as AE-events in an 8 s time window

after the origin time of the mainshock. Foreshocks were defined as AEs that occurred from 20 s

after the previous slip until 0.2 s before the current slip event. For the spatial analysis of foreshocks,

we selected AEs with larger magnitudes and small residuals from the travel-time inversion of

the location algorithm to ensure the highest possible accuracy of hypocenter determination. We

decided to choose a sufficiently small aftershock period to avoid any mixing of different event

populations. Figure 3.4 shows an example of the AE activity binned to 0.1 s before and after the
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Figure 3.3: AE waveforms within a ∼0.5 s (main axis), 20 ms (center) and 0.15 ms (upper insert) time
window of slip event 2 of experiment WGRN05 as well as a waveform of a ’typical’ AE event (lower insert).
The waveforms connected to slip onsets were clearly distinguishable from commonly observed AEs by their
amplitude and duration. Note that time scales are in ms for upper and lower insert.
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Figure 3.4: Differential stress (gray line), AE-rate average (black line), standard deviation (shaded gray
region) and background rate (dashed gray line) for all slip events of WGR01, WGRN04 and WGRN05 within
a 15 s time window of slip onsets, stacked to t=0. The origin times of slip events were determined from the
stress drop onsets and compared to AE data. The highest AE-rates occurred within less than 100 µs of the
stress drops.

origin time of macroscopic slip. The AE-rates right before the slip events were low compared

to aftershock rates. The onsets of stress drops coincided with a sharp peak in AE-rates (within

sampling accuracy of 0.1 s for stress and AE-rate). We observed a rate decrease with time after slip

until it reached approximately pre- slip rates.

Based on AE amplitudes, we assigned magnitudes (M = log A) to each event on an experiment-

specific scale and seismic moments using

M0 = 10CM. (3.2)

Here, we chose C = 3/2 which is commonly used for real earthquake scaling relationships. Our

analysis focused on relative, spatial variations in M0 which is why changes in C cause only an up

or down scaling but have no influence on the detectability of spatial variations. Both magnitude

and seismic moment were computed on an experiment-specific reference scale.
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Frequency-magnitude distributions of AE-events follow a power law of the form

log N = a − bM (3.3)

where b is the slope of the number of events (N) vs. magnitude (M) and a provides an estimate

for the productivity analogous to the Gutenberg and Richter (1944) relationship. To compute

b-values, we use the maximum-likelihood approach (Aki, 1965).

b =
1

M − Mc
log(e) (3.4)

where Mc is the magnitude of completeness estimated by the maximum curvature of the distribu-

tion, corrected for bin-size (Utsu et al., 1965; Guo and Ogata, 1997) and M is the mean magnitude.

For a reliable b-value estimate we required distributions to contain at least 150 AEs.

We performed a detailed analysis of spatial AE-clusters by first projecting all AEs into the

fault coordinate system using the best-fit fault plane vectors which are the eigenvectors of the

covariance-matrix of AE locations obtained by singular value decomposition. We then computed

b-value, AE event density, and moment release maps based on events in the proximity of the fault

plane by creating a 2D grid with 0.1 mm node spacing. We determined b for frequency-magnitude

distributions for the N (with N ≥ 150) closest AEs to each node within a maximum radius of

rmax = 7 mm or rmax = 10 mm, respectively, depending on the overall AE activity in a specific

foreshock time window. This method provides an optimized resolution for b-value estimates while

accounting for a changing AE event density in different parts of the fault. Nevertheless, each

b-value still represents a volume rather than one specific point on the fault surface.

We computed the seismic moment release per volume (M0/V) between slip events by summing

the seismic moment within spheres of constant radius centered at fault plane nodes. AE event

density (φ) maps were created by counting events within spherical subvolumes of the fault plane

which were then corrected for volume size and length of the time windows of fore- and aftershock

occurrences.
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Figure 3.5: (Left) Photo of gouge, which was produced within the fault zone during the 6 stick slips of
WGRN05, consisting of ultra-fine and larger grains. Larger rock flag at lower right shows evidence of slicken-
sides and black elongated grains as a result of slip under high normal stress. (Center) CT image of the fault
structure with scale in mm after the completion of the experiments. The fault width and gouge layer thick-
ness varied along the fault. (Right) Photo of fault surface with many slip-parallel slickensides and topographic
relief changes of up to 2 mm.

3.4 Results

3.4.1 Fault topography and microstructure

Post experimental inspection of the samples showed areas of complex fault structure consisting

of gouge, a damage zone containing microcracks with varying density, and the host rock which

was characterized by little damage. The initial grain-size distribution after fracturing decreased

substantially during frictional sliding due to comminution, leading to the creation of large amounts

of ultra-fine rock powder. The combination of grain comminution and the localized occurrences

of AE events close to the central fault plane as well as the decrease of the residual friction with

progressive stick slips suggested an ongoing reshaping of the fault surface. The successive stick-

slip events lead to an accumulation of fine-grained gouge on the fault surfaces (Figure 3.5 left)

as a result of asperity grinding and grain-size reduction. We observed both highly fractured fine

grained gouge and individual larger rock particles that were produced through the propagation of

larger cracks into the host rock. Different grain sizes may be an expression of different stages of

damage evolution.

We performed a CT-scan of sample WGRN05 after experiment completion which revealed a

heterogeneous fault structure with different size cracks between the ends of the notches. We

identified a fault zone with one or possibly several through-going fault surfaces that accommodated
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the macroscopic slip. Several subsets of cracks formed a zone of highly fractured rock of variable

thickness (Figure 3.5 center). This zone was up to ∼ 1 cm wide. We observed an anomalously thin

part of the fault zone towards the center of the sample. This area could have led to episodic fault

locking and enhanced microcracking in the vicinity due to stress intensification. Visual inspection

of fault topography after the experiments (Figure 3.5 right) supports the theory of the existence of

large asperities on the fault surface: several areas of increased roughness and larger relief changes

were observed forming points of contact between the two host rock surfaces of the sample. Despite

the complex fault structure, we observed many slip-parallel slickensides of up to 0.5 cm length.

Slickensides in laboratory experiments are connected to dynamic slip events (Engelder, 1974) and

are also encountered in exhumed, natural faults.

3.4.2 Stress drop and duration

The loading curves of our sliding experiments showed sudden slips with large stress drops in

addition to many smaller slip events with varying stress drops. We investigated the connection

between stress drops and duration of macroscopic slip events by compiling data from samples

WGR01, WGRN04 and WGRN05 (Figure 3.6). The confining pressure for all three rock specimen

was 150 MPa but in contrast to WGRN04, and WGRN05, WGR01 did not contain any notches. The

sliding experiment of WGR01 was dominated by an extended period of high differential stresses

with relatively small stress changes of ∼ 20 MPa. We observed several small slips that may have

prepared the fault for the large slip event which occurred after ∼ 60 min. Experiments performed

on WGRN04 and WGRN05 produced slip events in a systematic fashion without extended prepara-

tory periods. For all three specimens, we observed two different groups of slip events: (1) slips

with ∆σ & 130 MPa which were always abrupt with max. durations of less than 0.1 s, (2) low

stress drop events (∆σ . 50 MPa) with longer durations. The slip events with largest stress drops

exhibited also sudden onsets and the shortest durations. Small stress drop events showed longest

duration of up to 6 s. (The accuracy of the duration of large stress drop events was limited by the

sampling rate of the load-cell so that all values between 0.06–0.1 s could be seen as upper limits.)

Abrupt and slower slip events occurred at similar stress levels. This emphasizes that not only the

far-field stress levels determine the onsets of slip events but also geometric fault heterogeneities

may have an important influence on the locations of rupture nucleation points and times.
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Figure 3.6: Stress drop (∆σ) and duration of slip events for three different samples. Vertical errors represent
uncertainties in stress measurements while horizontal uncertainties are estimated errors for onset picks of
stress drop start and end which are larger for small stress drops due to a smaller signal to noise ratio. Slip
events with large stress drop had a maximum duration of 0.1 s. Decreasing stress drops were connected to
increasing slip durations of up to 6 s. The duration uncertainty for all large stress drops was 0.1 s while low
stress drop events had estimated uncertainties of 0.5 s.
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Figure 3.7: AE aftershock rates for slip events 2 and 5 plotted in linear and logarithmic scale.

3.4.3 Aftershock rates and locations

We computed AE-rates by summing events in 0.1 s bins for a 5-second period after each slip event.

Figure 3.7 shows aftershocks after slip event 2 and 5 of WGRN05 in linear and logarithmic scale

as an example of a typical rate decay after slips. The AE-rate decreased rapidly for the first 0.2–1 s

followed by a more gradual decrease over several seconds until reaching the pre-slip rates. To

quantify this behavior we use the Omori-Utsu law (Utsu, 1962) which captures both a power law

decay and an initial period for which the rate is lower than predicted by a power law:

dN

dt
=

K

(c + t)p (3.5)

where dN
dt is the aftershock rate and t is the time after slip. K, c, and p are empirical fitting

parameters. K is related to the productivity of the aftershock sequence, c describes the length of

the time window of initial deviation from power law decay and p is the rate decay exponent. Slip

event 2 of WGRN05 had a significantly shorter period of deviation from the power law compared

to slip event 5 resulting in a smaller c-value. The overall productivity and rate of decay was higher

for aftershocks of slip 5.

Table 3.2 shows results from the analysis of the aftershock rates of all slip events of WGRN04

and WGRN05. WGRN04 showed p-values close to unity except for slip 3 where we observed a high

p-value of 1.21. c-values varied between 0.19 and 0.34 and K-values changes between 15.71 and

20.11. The observed activity, Ntot, and peak rate, ( dN
dt (t = 0)) right after slip event occurrence

decreased for each successive slip event of WGRN04.
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WGRN04 K c p Ntot N0

1 20.11 ± 0.64 0.20 ± 0.02 1.09 ± 0.05 751 114
2 15.71 ± 0.63 0.19 ± 0.02 1.01 ± 0.06 590 87
3 19.01 ± 1.61 0.34 ± 0.05 1.21 ± 0.10 550 68

WGRN05 K c p Ntot N0

1 21.11 ± 1.27 0.32 ± 0.03 1.53 ± 0.09 655 116
2 13.29 ± 0.57 0.20 ± 0.02 1.28 ± 0.08 542 104
3 10.61 ± 0.50 0.18 ± 0.03 1.24 ± 0.09 492 86
4 13.44 ± 0.53 0.17 ± 0.02 1.10 ± 0.07 505 94
5 38.57 ± 10.8 0.73 ± 0.13 1.98 ± 0.23 518 68
6 14.97 ± 0.45 0.15 ± 0.01 1.10 ± 0.05 609 122

Table 3.2: Parameters K, c, p of Omori law fit for slip events of experiments WGRN04 and WGRN05. c is
in seconds and both Ntot and N0 number of events. Ntot is the total number of events within an aftershock
sequence and N0 is the initial and also maximum number of events within an aftershock sequence.

The decay rate p and delay time c for specimen WGRN05 decreased systematically from slip

event 1–6 except for slip event 5 which was connected to anomalously high parameters in the

Omori-Utsu law. The recorded number of AEs within the aftershock sequence 5, Ntot, exceeded

the two preceding ones despite exhibiting a comparably low initial AE-rate, ( dN
dt (t = 0)). Small

dN
dt (t = 0) and high Omori-Utsu parameters for aftershock sequence 5 could be an indication of

a large amount of small events that were not recorded during the period right after the slip onset

which would explain high K-values despite lower observed activity Ntot. Slip event 5 produced

also the largest stress drop of all events possibly connected to a change in fault roughness, e. g.

due to the fracture of a large asperity. Hence both mechanical and AE aftershock data could be

explained by the failure of a fault asperity. There are strong trade-offs between the parameters of

the Omori-Utsu law and dN
dt (t = 0) (and hence K, given c and p) is difficult to estimate. If we fix c

to 0.2, for example, the trend in p is less clear. We leave statistical exploration of significance to a

latter stage when more experiments are available.

Figure 3.8 shows the locations of main- and aftershocks for the three slip events of WGRN04

and the six slip events of WGRN05 in the fault coordinate system. Hypocenter locations were

projected onto the fault plane and are viewed, looking onto the fault plane (top in Figure 3.8)

and looking at a side view of the fault plane (bottom in Figure 3.8). The AE activity was very

low within 0.1 s after the mainshock occurrence possibly due to events that were hidden within

the mainshock coda. Thus the nucleation spot of a macroscopic slip event (red stars in Figure

3.8) could simply be defined as the hypocenter location of the largest amplitude event during that
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Figure 3.8: Upper plots show AEs (main- and aftershocks) projected onto fault plane, lower plots image AEs
within a plane normal to the fault for samples WGRN04 (left) and WGRN05 (right). The red stars indicate the
location of the large amplitude AEs coinciding with the onset of the stress drops for all slip events. Dots are
aftershocks to slip events colored with size. The nucleation points of stick-slips cluster within similar regions
for individual experiments except for event 2 of WGRN05.

0.1 s time frame. The mainshocks were clustered between [Zf = 46, Xf = −7] and [54, 6] in a

∼ 0.5 cm3 volume for WGRN04 and [44,−4] and [53, 5] in a ∼ 1.5 cm3 volume for WGRN05 close

to the fault plane. Slip event 2 of WGRN05, which nucleated in the lower part of the sample,

formed an exception. Common nucleation spots of macroscopic slips could indicate a common

mechanism for their creation, for example the rupture of strong fault plane heterogeneities or

areas with increased roughness. The aftershocks in both experiments occurred throughout the

sample with a small degree of localization on the fault plane. This could be caused by enhanced

micro-cracking during strain release and lower differential stresses after slip events. The following

section will focus on a detailed analysis of fault geometry and its changes with successive slip

events of WGRN05 and WGRN04.

3.4.4 AE-based asperity detection

We now concentrate on the identification of larger-scale asperities and their role during the nucle-

ation process of the six slip events of WGRN05. We analyzed the spatial distribution of foreshock
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Figure 3.9: Examples of AE foreshock activity based on slip event 1 and 2 of WGRN05. The red circle
highlights an area of a relatively sharp contrast between low and high AE activity. Many large amplitude
events were produced in the periphery of this area before each of the slip events.

behavior preceding slip events of WGRN04 and WGRN05. One prominent feature of the spatial dis-

tribution of foreshocks was an abrupt change from high to low activity which was observed within

the same area over multiple slip events. Figure 3.9 shows an example of the foreshock activity to

slip event 1 and 2 of WGRN05 which changed from high at [Zf = 55, Xf = 3], to almost no at

[52, 5] to little activity at [45, 5] along the Zf-axis. The variation in AE activity could be a result of

different fault-plane roughness along this path. The activity contrast is likely to be connected to

an asperity region highlighted by a red circle in Figure 3.9. Large magnitude foreshocks nucleated

close to the asperity boundaries, probably due to crack initiation and growth in preparation of

asperity failure. The mainshocks of slips 1, 3, 4, and 6 were located close to an activity ’gap’ re-

gion. The asperity seemed to control the nucleation spots of most slip events so that during locked

periods large foreshocks nucleated predominately in its proximity.

3.4.5 Mapping b-values, AE-event density and moment release

Figure 3.10 shows the AE event density, b-value, and moment release for the foreshocks of slip

1 of WGRN05. The foreshocks were clustered within several areas with elevated event densities.
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Largest AE event densities were measured at [Zf = 37, Xf = 8], [62, 3], and [72,−2]. The large

heterogeneity of AE densities points towards the existence of a few, larger-scale asperities which

caused AEs to cluster in their proximity. One area of anomalously low b-values was located about

5 mm to the left of the high event density region [42, 7] and a second low b-values area was lo-

cated at [56, 5]. The center of the previously identified asperity region was located between these

two regions. To emphasize differences in b-values we compared the frequency-magnitude distri-

butions (FMD) of AEs within and outside of the asperity (Figure 3.10 lower left). The FMD for

AEs connected to the asperity contained relatively more large-magnitude events which caused the

large difference of ∼ 0.5 in b-values. The mainshock occurred well within a zone of low b-value.

Similarly to the event density and b-value maps, the moment release was dominated by two main

areas centered at [45, 7] and [56, 5].

To investigate if low b-value regions and high event densities were always located close to the

asperity and to determine the corresponding relative locations of the slip nucleation points, we

performed a spatial b-value mapping for foreshocks of all six slips of WGRN05 and plotted the

contour lines of the mean AE densities for each slip event (see Figure 3.11 for examples of b-value

maps for slip event 2, 3, and 5 of WGRN05). The nucleation points of 5 out of the 6 slip events

of WGRN05 were within an area of low b-values. For the first three slip events the highest fore-

and aftershock densities were centered at similar points just to the right of the asperity. Aftershock

locations started to deviate from foreshock locations after slip event 3. Areas of high aftershock

densities still seemed to border low b-value regions but were now shifted to the lower left, centered

at [45,−8]. The asperity region (red circle in Figure 3.11) can be identified through combining

information of event density and b-value maps. An overlap between high foreshock densities and

low b-values, bordering high aftershock densities, was an indicator for the location of an asperity

region close by. High aftershock densities seemed to occur at its outer edges. These observations

underline that the asperity caused relatively larger-magnitude AEs to nucleate at its boundaries,

creating areas of relatively lower b-values and elevated fore-and aftershock densities.

Figure 3.12 shows AE event densities and b-values for WGRN04. The aftershocks following

slip 1 exhibited highest densities above and below a region with several relatively low b-values

of less than 0.74. We identified an asperity region by applying similar criteria (a combination of

low b-value, increased moment release, and event density) as for WGRN05. These areas were

characterized by low b-values and an abrupt change from low to high foreshock activity. Initially,
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Figure 3.10: Examples of AE-event density (φ), b-value and moment release maps computed for AEs occur-
ring before slip event 1 of experiment WGRN05. Slip event one (red star) nucleated close to or from within
an area of high φ, M0 and low b-value. The fmds for high and low b-value regions are compared (lower left
in central subplot). The asperity region is connected to low b-values, high event density and moment release.
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Figure 3.11: b-value maps based on foreshocks, contours of fore- (dashed line) and aftershock (solid black
line) densities, hypocenters of 10 largest aftershocks and the mainshock nucleation points of slip events 2,
3 and 5 of experiment WGRN05. The size of the aftershocks is indicated by legend at the lower right. The
previously identified asperity region is indicated by the red circle. Low b-value regions are situated at the
border of high AE activity regions of both fore- and aftershocks which mark similar regions for the first three
pre-slip periods and are deviating significantly for events 4-6.
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we observed about four different low b-value anomalies on the fault plane which suggested several

candidate regions that met our asperity criteria. The decrease in complexity of b-value maps after

the first slip enabled the identification of one specific asperity centered at [50, 4]. The highest fore-

and aftershock densities (centered at [55,−8], [47, 15] for slip 1, [55,−8], [38, 0], [40, 0], [45, 5],

for slip 2, and [55,−8], [42,−12], [40,−3], [40, 5], [50, 15] for slip event 3) were located around

the asperity. Again, the highest fore- and aftershock densities occurred in different fault regions

indicating a shift in activity as a consequence of stress transfer between some areas of the fault

plane during slip.

To provide information on the location of asperities, AE event-density maps image the degree

of clustering of seismic activity within certain time frames of a particular experiment. Figures 3.11

and 3.12 show contours of the mean densities before (solid contour lines) and after (dashed con-

tour lines) the slip events of WGRN04 and WGRN05. The foreshock densities of WGRN04 showed

a larger spatial variation with successive slips while the foreshocks to slip events of WGRN05

were centered approximately at the same point. We observed an evolution of the AE densities

of WGRN05 to a broader spatial distribution so that larger parts of the fault plane were covered

by high AE activity while individual spots with high densities contributed less to the total activ-

ity (Figure 3.12). During the first two slips, only one major cluster was active, located towards

the center of the sample. With each successive slip, the AE activity became more distributed and

separate clusters were formed. The gradual increase in activity in different fault areas indicates a

smoothing process, resulting in a distributed set of small-scale asperities that carried the load and

contributed to the AE activity. This process was most visible for slip events 1 to 3 of WGRN04.

To compare information of AE locations with post-experimental fault microstructure, we super-

imposed AE hypocenters on the CT-images of WGRN05. We show results for two exemplary slip

events (slip event 2 and 5) of WGRN05. Figure 3.13 shows the foreshocks of slip event 2 colored

with magnitude. AE hypocenter locations follow the larger-scale fault structure. Most AEs could

be linked to specific cracks. The uncertainty in hypocenter determination of 3 mm lead to a slightly

larger spread of AEs compared to the discrete microcrack traces of the CT images. The demon-

strated fault structure is a compilation of many fracture and slip events while the AEs were taken

from a narrow zone corresponding to the CT slice during one specific time window only. These

effects explain the differences between fault structure and AE locations.

Several large foreshocks (yellow and orange dots) nucleated in fault proximity on larger-scale
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Figure 3.12: b-value, fore- and aftershock densities, main and largest aftershock locations plotted similarly
to figure 3.11 but now for three different slip events of experiment WGRN04. A combination of b-value maps,
AE-event densities and foreshock locations enables the identification of an asperity region (red circle) which
is also the nucleation spot of macroscopic slip events.
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flaws. Less AE activity was observed close to the notches and away from the fault plane. Several

AE-clusters were distributed along the fault, perhaps caused by small-scale fault heterogeneities.

The previous area of high foreshock activity contrast was also observed on the fault plane at

[26, 45], highlighted by a red circle in Figure 3.13. Three larger foreshocks (at [27, 43], [25, 43],

[24.5, 43.5]) occurred just below this region and a dense cluster of large amplitude events above it

occurred at [27.5, 47]. The spatial ’gap’ in AE activity coincided with an area of narrow fault zone,

visible in the CT-images. The other parts of the fault zone were wider, consisting of a gouge layer

between many small and large cracks. The change from larger fault zone width and multiple fault

planes to a narrow zone could be responsible for the enhancement of microcracking and seismicity

in this area.

Figure 3.14 shows a superposition of the CT scan and foreshocks prior to slip event 5. The

overall seismic activity was smaller and more localized than before slip event 2. We observed

several large foreshocks which pre-dominantly nucleated within or close to the asperity region.

The mainshock originated on the fault plane within the asperity. High activity inside the asperity

and large-magnitude events can be connected to continuous fracture or grinding of the previously

identified asperity region leading up to slip event 5. The combination of seismic and fault structural

information revealed that the region of low b, high seismic moment, and high AE-event-density

was connected to an anomalously thin part of the fault zone. Asperity regions were characterized

by small fault zone width, without anastamosing cracks and possibly bare rock surfaces that were

in contact and caused the fault to be locked in this region.

3.5 Discussion

Within the scope of the described experiments, we found some compelling similarities between mi-

croseismicity occurrences during sliding of fracture surfaces and crustal seismicity: (1) Laboratory

AE records can be separated into fore-, main-, and aftershocks based on their origin times, rates,

and magnitudes. We observed a comparatively low rate during foreshock periods that accelerated

almost instantaneously during mainshock occurrence which is usually the largest magnitude AE

of the sequence. (2) The aftershock rate decay after macroscopic slip can be described by the

Omori-Utsu law. (3) The frequency-magnitude distribution of micro-seismicity in our experiments

followed a Gutenberg-Richter distribution with an average value of b ≈ 1.1 and a range between
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Figure 3.13: CT-scan of central part of sample obtained after the experiments and AE-hypocenters (colored
dots) for the stick periods before slip event 2 of WGRN05. The colors of hypo-center locations corresponds to
their magnitudes. The red circle highlights the likely site of a large asperity which was centered at [27,45].
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Figure 3.14: CT-scan and AE hypocenters colored according to magnitude for foreshocks to slip event 5 of
WGRN05. Most of the AE activity is concentrated within the asperity region indicated by a red circle.
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0.7 and 1.3, which is similar to values observed for earthquake catalogs. b-values were higher for

aftershock sequences than for foreshocks which is in agreement with Weeks et al. (1978). (4) Sim-

ilarly to studies conducted on natural seismicity, we performed a detailed b-value mapping based

on AEs that occured before macroscopic slip events. The spatial mapping revealed a connection

between asperity regions and areas of low b-values. This connection has also been observed for

areas of increased fault strength within the continental crust (Wiemer and Wyss, 1997; Wyss et al.,

2000; Schorlemmer and Wiemer, 2005). The spatial variations of b-values before slip onsets seem

to be a promising tool for the characterization of fault heterogeneity. Absolute b-values cannot be

meaningfully compared between laboratory experiments and real earthquakes (or even between

different earthquake catalogs) because they depend partly on magnitude definitions.

We observed higher AE foreshock densities and high moment release associated with asperity

regions. Slip events nucleated in the proximity or from within asperity regions, coinciding with

areas of low foreshock b-value. A precise estimate of size and location of asperities was limited by

the spatial resolution of b-value maps. The analysis of foreshock hypocenter distributions demon-

strated that large events occurred preferably at the boundaries of asperity regions. Both low and

high foreshock activity regions are found within or close to asperity regions forming a distinguish-

able contrast which was not observed in other areas of the fault.

The foreshock densities changed abruptly close to the asperity region before most of the macro-

scopic slips. Slip event 5 of WGRN05 resembled an exception in that most of the activity was

focused within the asperity region prior to slip. This event was connected to low post-rupture

strength and the largest stress drop. Slip event 6 again was preceded by the same characteristics

of low b, high AE density at asperity edges, and higher moment release. This indicates that the

geometric asperity remained largely stationary within the amount of applied displacement despite

of high AE activity close by and many slip events which nucleated in its proximity.

In the absence of large, geometric heterogeneity, for example, during fracture experiments of

homogeneous rock samples, stress concentrations identified by AE clusters are usually localized

at the outer sample surface (Lockner et al., 1991a). During our experiments we did not observe

AE clustering at the sample boundaries or in proximity to the tips of the notches, but rather AEs

appeared to localize close to the fault and clustered in certain areas on the fault plane. The fact

that AE activity occurred localized within a zone of high damage is also connected to a lack of

a characteristic length scale of AEs. Both AE-based FMDs and b-values, computed from events
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within a volume close to the fault surface, did not show a preferred AE magnitude. The region

around the fault axis was dominated by high damage, i.e. crushed grains and high micro-crack

densities as a result of a series of stick-slips. Initial grain size distributions were unlikely to have

had a significant influence on micro cracking and AE magnitudes after several slip events and

sample fracture. This supports our interpretation that fault plane asperities were one main factor

in controlling the locations and size of AEs.

Our experiments provide the possibility to monitor the evolution of a natural fracture surface

to a fault zone that contains a gouge layer, a damage zone, and the intact host rock. The largely

persistent asperity regions were closely connected to the creation of macroscopic slip events. The

faults of both experiments, WGRN04 and WGRN05, showed evidence of smoothing with successive

slip events which could be recognized by more distributed micro-seismicity occurrences and lower

residual stresses after slip events.

We observed a set of small and large slip events with various stress drops. Slip events within

one experiment had the potential to grow both small or large at similar bulk stresses. This indicates

that additionally to far field stress levels local stress field perturbations as a result of geometric fault

heterogeneity seem to have a large influence on slip event size, stress drop, and duration. Large

slip events were connected to differential stress drops between 130–370 MPa, corresponding to a

drop in shear stress between 57 and 160 MPa. The small slip events had a maximum differential

stress drop of ∼ 40 MPa. Slip events could be separated into small stress drop events with long

duration and large stress drop events that had short slip durations (∆t ≤ 0.1 s). This difference

could possibly be used to evaluate if slip events are likely to grow to large sizes before the rupture

actually stops. Stress drops of slip events with short durations were larger than for mining-induced

seismicity which exhibits shear stress drops of up to 70 MPa (McGarr et al., 1979). A true compar-

ison between natural and laboratory stress drops is limited because of the large influence of the

loading frame stiffness on lab-results (Brace and Byerlee, 1966).

One major difference between our stick-slip events and natural seismicity is that none of the

macroscopic slips were contained within the fault surface but rather caused slip along the entire

fault. In contrast to strike-slip earthquakes, which usually nucleate and stop within the fault zone,

the end of our ruptures were limited by the sample dimensions and would otherwise extend further.

This poses a problem on the estimation of earthquake-equivalent seismic moment and rupture area

for our laboratory slip events, and could partially be responsible for high stress drops.
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Even though we found many similarities between AE statistics and those of crustal seismicity,

the majority of AE source types differ from crustal earthquakes. AE moment tensors usually contain

large isotropic components. These could be a result of micro-mechanical processes only observable

at lab scales, for example, damage and surface creation due to tensile cracking and grain fracture.

Despite the deviations of AE sources at the smallest scale, some of the larger magnitude AE events

can be modeled as double couple sources (Zang et al., 1998; Thompson et al., 2009).

3.6 Conclusions

We conducted triaxial compression experiments on three Westerly granite samples with and with-

out notches and recorded mechanical and seismic data throughout each experiment. During tri-

axial loading of the previously created fault, several macroscopic slip events occurred with small

and large stress drops. Larger slip events had shorter slip duration with increasing stress drops

which could possibly be used to determine the size of a rupture before it actually stopped. The two

experiments on notched rock specimens (WGRN04, WGRN05) produced a series of nine stick-slip

events. Eight out of these nine events nucleated within areas of high foreshock moment release,

AE-event density, and low b-value. We demonstrated similarities between microseismicity con-

nected to stick-slips and natural seismicity. An asperity region was identified in CT-scan images

of specimen WGRN05 by anomalously thin fault zone width. The asperity definition based on AE

data coincided with the same area. The overall AE distribution indicates a fault smoothing process

after several stick-slips as a result of the failure of large asperities which probably let to a broader

distribution of the stress on many load bearing asperities.

Larger scale asperities which approach their critical strength are connected to locally more

abundant high amplitude AE events and to the nucleation spots of large slips. Highly stressed

asperities cause events to grow larger once they nucleate, providing an explanation for relatively

lower b-values. The regions of spatial seismicity anomalies show the same characteristics during

several stick-slip sequences, indicating the persistence of fault-plane heterogeneity over extended

periods. We note a similarity between the current laboratory findings and seismicity based asperity

characterization at the San Jacinto-Elsinore fault system (Wyss et al., 2000), the Hayward fault in

Northern California (Wyss, 2001) and the Parkfield section of the San Andreas fault (Wiemer and

Wyss, 1997; Schorlemmer et al., 2004a). These studies showed that crustal scale asperities are
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connected to low b-value anomalies and can influence the nucleation points and slip distribution

of large-magnitude earthquakes. High-resolution mapping of b-values, seismic moment, event

density, and the identification of connected areas with large contrasts in seismic activity could be

used to further improve asperity identification based on natural seismicity.
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4 Acoustic emissions document stress changes over many seis-

mic cycles in stick-slip experiments

4.1 Abstract

The statistics of large earthquakes commonly involve large uncertainties due to the lack of long-

term, robust earthquake recordings. Small-scale seismic events are abundant and can be used

to examine variations in fault structure and stress. We report on the connection between stress

and micro-seismic event statistics prior to the possibly smallest earthquakes: those generated in

the laboratory. We investigate variations in seismic b-value of acoustic emission events during

the stress build-up and release on laboratory-created fault zones. We show that b-values mirror

periodic stress changes that occur during series of stick-slip events, and are correlated with stress

over many seismic cycles. Moreover, the amount of b-value increase associated with slip events

indicates the extent of the corresponding stress drop. Consequently, b-value variations can be used

to approximate the stress state on a fault: a possible tool for the advancement of time-dependent

seismic hazard assessment.

4.2 Introduction

Seismicity provides the most readily available information about crustal stress heterogeneity and

stress orientations (e.g. Gephart and Forsyth, 1984; Michael, 1987; Schorlemmer et al., 2005;

Narteau et al., 2009). Recent studies of natural and induced micro-seismicity (Schorlemmer et al.,

2004a; Bachmann et al., 2012; Tormann et al., 2012) have drawn from laboratory insights (Scholz,

1968; Main et al., 1989; Meredith et al., 1990; Lockner et al., 1991b; Lei et al., 2000; Amitrano,

2003) to interpret spatial b-value (slope of the frequency-magnitude distribution) variations in

terms of crustal stress changes. Increasing stresses in laboratory experiments on intact samples

cause b-values to drop prior to failure. This drop is observed for a range of rock types (e.g. Main

et al., 1989; Thompson et al., 2006). In the Earth’s continental crust, low b-value anomalies

have been widely observed, e. g. in California (Wiemer and Wyss, 1997; Wyss et al., 2000; Wyss,

2001) and also for induced micro-seismicity with magnitudes down to M = −4.4 (Kwiatek et al.,

2010). Regions of low b-value can be connected to fault-structural heterogeneity and local stress

concentrations which cause seismic events to grow to relatively larger sizes once they start to
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nucleate (Goebel et al., 2012).

While spatial variation in b-value have already been used to formulate forecasts for large earth-

quakes (M ≥ 5.0) in a time-independent sense (Schorlemmer et al., 2004b; Wiemer and Schor-

lemmer, 2007; Gulia et al., 2010), temporal variations in b are more controversial, partially due to

a lack of long-term, homogeneous earthquake recordings. A recent study suggested that there is

no statistical-significant predictive power in temporal variations of b-values, at least for predictions

of earthquakes with M = 4.0–6.2 (Parsons, 2007). Others, however, view decreasing b-values as a

possible precursor for the occurrence of large earthquakes (i. e. events with M & 6.0) (Wyss, 1990;

Imoto, 1991; Nanjo et al., 2012). Part of the current controversy is due to a-posteriori observations

about phenomena preceding individual seismic events that would not withstand rigorous, statis-

tical testing. Such observations are likely biased because of the intentional search for anomalies.

Furthermore, the interpretation of b-value variations in nature is non-unique due to the intrinsic

complexity of the faulting process, and the lack of supportive observations, e. g. of stress variations

in borehole measurements. This emphasizes the importance of a detailed understanding of the

mechanisms behind b-value variations.

Within the framework of our experiments, we are able to overcome some of these obstacles.

We examine physical conditions that cause b-values to decrease during several seismic cycles on

laboratory faults, which cannot readily be done in nature. Despite the inherent difference in scale

between laboratory and natural seismicity, several similarities have been highlighted by recent

studies. In particular, sample-scale faults in the laboratory show structural similarities to upper-

crustal faults (Amitrano and Schmittbuhl, 2002) and the statistics of laboratory acoustic emission

(AE) events exhibit patterns similar to natural seismicity (Goebel et al., 2012).

High-frequency AE events in laboratory tests are associated with the formation of and slip on

micro-cracks. This type of micro-seismic event activity can be associated with distinct pre-failure

stages during loading of intact samples (Lockner et al., 1991b; Lei et al., 2000). The macroscopic

failure of intact samples is generally preceded by abruptly increasing AE-rates, increasing micro-

seismic moment release, and decreasing Gutenberg-Richter b-values (Main et al., 1989; Meredith

et al., 1990; Sammonds et al., 1992; Liakopoulou-Morris et al., 1994). A possible explanation

for the connection between b and stress is the extension of pre-existing micro-crack populations

by stress-corrosion and crack-coalescence leading up to the failure of intact samples (Main et al.,

1992).
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Previous laboratory experiments predominantly focused on macroscopic failure of intact sam-

ples or stick-slip motion of planar interfaces. We expand on these experiments through creating

structurally-complex fault systems starting from incipient fracture surfaces and by documenting

variations in stress and AE statistics during series of stick-slip events.

4.3 Experimental setup, methods, and AE-data

In the following, we describe loading conditions and sample geometry which were chosen to repre-

sent natural faulting conditions as closely as possible. We report on four triaxial experiments (W4,

W5, W7, W8), conducted on cylindrical (radius = 2 cm, height = 10.7 cm) specimens at constant

loading rates (ǫ̇ ∼ 3 · 10−6 s−1) at GFZ-Potsdam, Germany. All experiments were performed on

oven-dried samples at room temperatures, with constant confining pressures (Pc = 150 MPa). We

introduced 1.5–2.5 cm deep saw-cut notches at a 30° angle to the loading axis to localize faulting

at the center of the specimens during initial fracture and subsequent stick-slip sliding. The results

presented here are from the stick-slip sliding stage of previously fractured specimens. Our initial

condition, i. e. an incipient fracture surface that develops into a fault zone, can be seen as an analog

for the structural complexity of natural fault zones. To monitor micro-crack formation and sample

deformation, strain gauges and AE sensors were glued to the specimen surface (Suppl. Figure 1

left). We employed a high-speed (10 MHz sampling frequency) and accuracy (16 bits amplitude

resolution ) AE system, enabling the documentation of micro-mechanical processes that occurred

in temporal proximity to slip instabilities. AE events were recorded using a miniature seismic-

array, consisting of 16, one-component, piezo-electric transducers. The location-uncertainty of AE

hypocenters was estimated at 1–4 mm, depending on the proximity of the event to the edge of

the array. The total number of successfully located AEs from each sample was between 34,141

and 97,847, which allowed robust measurements of b-value as a function of time. Variations in b-

value were determined using a moving time window that contained an equal number of AE events.

This optimized the temporal resolution of b-value computations while ensuring the same statistical

significance of each value. We also scrutinized the effects of different sample sizes and sampling

techniques on b-value trends to ensure reliability and consistency (see Section 4.6 at the end of

this Chapter).
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4.4 Results

If b-value is indeed an indicator of stress (Schorlemmer et al., 2005), we expect to observe a

systematic relation between b and stress for stick-slip cycles on a fault during our experiments.

Figure 1 shows results from experiment W5, which are typical of all experiments. The differential

stress shows a characteristic saw-tooth pattern of gradual increase followed by an abrupt decrease

during slip. At the same time, b-values decrease with increasing stresses and abruptly increase

when the stresses drop during a slip event. The stress curve shows six slip events with large stress

drops (LSDs), some of which were preceded by small stress-drop events (SSDs). The loading

curve preceding the first three LSD events exhibits many SSDs. The b-value curves also show more

fluctuations during these early cycles. Fluctuations in b are strongest during the first stick-slip cycle

and decrease with successive LSDs so that the last three stick periods show a smoother, monotonic

decrease. This evolution may be related to progressive fault smoothing, which is also indicated by

decreasing residual stresses with successive LSD events.

Figure 4.2 shows b as a function of normalized stress (fraction of maximum stress) for the six

LSD events in experiment W5. The relationship between b and stress is approximately linear for

high differential stresses above ≈ 55% of the peak stress. Below this value, only few AE events

were observed and b-values tend to show more scatter. This scatter is likely related to AEs that

occurred due to the reduction of pore space at the initial stage of a loading cycle.

The three other experiments confirmed the relationship between b-value and stress (Suppl.

Figure 5). This relationship was most pronounced for experiment W8 whereas experiment W4

showed the smallest change in b-value with larger applied stresses and the scatter in b-value was

comparably large. The scatter at elevated stresses in Figure 4.2 and during the other experiments

may be related to larger fluctuations in b associated with geometric complexity especially before

the initial LSD events of an experiment.

We also investigated if b values carry additional information during high-stress regimes, for

example about the amount of stress release connected to SSD or LSD events. We estimated the

stress-drop related increases in b-value from the difference between minimum before and maxi-

mum b-value after a stress-drop event. The SSD events produced relatively smaller increases in b

while LSD events caused a larger upward jump in b-values (Figure 4.3). On average, the b-value

jumps are higher for larger stress drops and exhibit a positive correlation with a Pearson’s corre-
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Figure 4.1: Influence of cyclical stress changes during stick-slip type fault movement on temporal b-value
variations. A, Both, differential stress (gray line) and b-values (blue line), exhibit a characteristic saw-tooth
pattern but with opposite sense (experiment W5). b-values were computed for 1200 AE sample windows
and a 50 event step size. Standard errors in b are indicated by blue-shaded areas. B, C, Post-experimental
X-ray computer tomography images of fault zones at the center of the respective samples. The damage
zone complexity varied between samples with relatively longer (W5), compared to relatively shorter fracture
surfaces (W8). D, Photographic image of post-experimental slip surface with slip-parallel lineations.
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Figure 4.2: b-values drop closer to failure and show an inverse, linear relationship with the differential
stress. Depicted are results of all six stick-slips of experiment W5, normalized according to the maximum
stress. The markers are colored according to the normalized time to failure (tfail) and the marker symbols
indicate individual stick-slip sequences. The curved dashed lines are the 95% confidence bounds of the
regression line, and the vertical dashed line shows the 55% limit of the maximum stress used for the linear
regression. The horizontal error bars show the extent of the stress window from which AEs were used for
b-value computations. The vertical error bars are the standard error in b. For the linear regression using 1200
AE events for each b-value, we determined a Pearson’s r of −0.84 which was significant at a 99% level.
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Figure 4.3: b value increase as function of connected stress drop for all experiments (see upper left legend
for marker symbols). Stress drops and b value increase showed a linear correlation with Pearson’s r = 0.64
(Spearman’s rank = 0.7) which was significant on a 99% level. Error bars show statistical error in b-value
estimates and the stress range that corresponds to the AE samples used for b-value computations.

lation coefficient of r = 0.64 for a sample size of NAE = 600. We explored this correlation over

a range of sample sizes (r = 0.53 for NAE = 300, r = 0.57 for NAE = 1200 and r = 0.57 for

NAE = 3000) confirming the connection between b-increases and stress-drops. Furthermore, we

tested if this relation is also observed for shear stress drops which were computed for the effective

fracture surface area, corrected for slip after each successive slip event (Scott et al., 1994; Tembe

et al., 2010). The linear regression between slip-corrected shear stress drop and b value increase

was characterized by a correlation of r = 0.65 which was significant at a 99% level. Thus, the

amount of increase in b after slip appears to be related to the stress-release due to slip.

Assuming that the number of SSD events can serve as a proxy for the degree of structurally

related complexity, we performed a systematic analysis of the connection between geometric com-
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plexity and b-value variations. Stick-slip events that were preceded by fewer SSDs showed higher

linear correlation coefficients between b and stress (Suppl. Figure 8), consistent with the hypoth-

esis that b-value-stress relations are more pronounced for structurally less complex faults. Addi-

tionally, the times of b-value minima were closer to the LSD for stick-slips with fewer SSDs (Suppl.

Figure 7). The b-value-stress relations depended also on the lengths of the laboratory faults, i. e.

they were less linear for longer faults (Suppl. Figure 5). This is consistent with our observation that

longer fracture surfaces showed more structural complexity in post-experimental X-ray computer

tomography scans (Figure 4.1B–C), and structural complexity can obscure b-value-stress relations.

To investigate the importance of observational scales on the b-stress relation, we compared

results from a LSD with a SSD event as well as with the failure of an intact sample (Figure 4.4).

For the LSD and SSD event, we limited our observations to one dominant asperity region within the

laboratory-created fault zone, identified through areas of low b-value, high seismic moment, and

large AE density gradients (Goebel et al., 2012). The temporal variations of b-values based solely

on AEs within asperity regions in Figure 4.4 show a clear monotonic decrease with increasing

stresses before both SSD and LSD event, similar to the fracture of the intact sample, but on a

different time scale. The previously observed variations in b on short time scales before the LSD

events, which seemed to be connected to SSD events (see Figure 4.1), have largely disappeared,

presumably because the SSD events occurred outside the asperity area under study. The similarity

in the temporal evolution of b value before an initial fracture and the fracture of a single asperity

suggest that the underlying micro-mechanical processes are similar. The additional complexity

observed during slip on a rough fault plane are probably due to fault-structural heterogeneity.

4.5 Discussion and Conclusion

It is commonly assumed that b-values are stable in time and only reflect spatial variations in stress

(Wiemer and Wyss, 1997; Westerhaus et al., 2002; Schorlemmer and Wiemer, 2005; Parsons,

2007). We observed that b-values vary significantly within a seismic cycle in stick-slip experiments

and that the amount of increase in b after a slip event is related to the stress-drop (or the equivalent

residual stress state on the fault after slip). This is consistent with a recent study of changes in

b-value following the 1989 M6.9 Loma Prieta and the 2004 M6.0 Parkfield event which suggested

that a rapid return of b-values to pre-failure levels indicate that the local stress field has not been
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Figure 4.4: Comparison between b-value de-
crease preceding the initial fracture of an intact
sample with b-value decrease in the neighbor-
hood of a large asperity on a natural fault sur-
face. b-values showed a characteristic decrease
before the fracture of the intact sample (A) and
before the occurrence of a LSD (B) as well as
a SSD (C). The depicted LSD event corresponds
to stick-slip event 5 of experiment W5 shown
in Figure 4.1. b-value curves for the LSD and
SSD event were computed based on AE events
that were connected to an asperity region (see
text for details). Stresses are normalized to peak
stress of individual failure events.
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reset and stresses quickly return to pre-failure levels (Tormann et al., 2012). Our results suggest

that the magnitude of increase in b-value after failure can be associated with the effectiveness of

a large earthquake to release stored shear stress on a fault. Relatively small amounts of stress

release during a seismic event could possibly be caused by large structural heterogeneity within a

fault zone.

The observed connection between decreasing b-values and increasing differential stresses sub-

stantiates previous findings of a b-value-stress dependence (Scholz, 1968; Amitrano, 2003; Schor-

lemmer et al., 2005). Our results are also in agreement with a stochastic model that explores vari-

ations of the Gutenberg-Richter relationship in the context of an inhomogeneous medium (Scholz,

1968). This model predicts that b-value is inversely related to the applied stress so that seismic

events have a higher probability to grow to larger sizes if the stress level in the medium is high.

Consequently, we also expect that an increase in the stress level on the fault, for example, by

changing the fault angle or increasing the confining pressure would lead to a general decrease in

b-value. The role of increasing confining pressures in reducing b-values has been shown during

fracture and successive frictional sliding of granite samples (Amitrano, 2003).

Our results provide an explanation for the observed decrease in b-value in the source regions

prior to large earthquakes (Nanjo et al., 2012). We suggest that the underlying physical processes

governing b-value variations affect b-values on different time scales and over different fault vol-

umes. Disregarding the importance of temporal and spatial scales may lead to a loss of physically

driven b-value variations. b-values are more strongly correlated with stress for faults with less

structural complexity and stick-slip sequences with simple, monotonic stress curves, i.e., without

SSD events. This suggest that b-value-stress relations depend on fault complexity and are more

strongly connected for smoother fault surfaces.

Natural faults are likely to contain additional complexity that cannot readily be explored within

the framework of the current set of experiments. Our results suggest that this complexity could

partially be reduced by choosing an adequate subscale of a fault volume for the analysis of tem-

poral b-value variations, providing a possible means to explore the relative stress state of a fault

segment and its position within the seismic cycle. Furthermore, a detailed understanding of tempo-

ral b-value variations is important for intermediate and long-term earthquake forecasting efforts,

especially time-dependent forecast models for hazard assessment.
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4.6 Supplementary Information: Acoustic emissions document changes in

stress over many seismic cycles in analog experiments

In chapter 4, we investigated temporal changes in b-value (slope of the frequency magnitude dis-

tribution) during series of stick-slip events on complex, laboratory created fault zones, showing

that b-value and differential stress are correlated over multiple seismic cycles. Within the scope

of this supplementary material, we describe more details of the experimental setup, the acoustic

emission (AE) recording system and the sample preparation. Furthermore, we show details of

variations in stress, b-value, and seismic moment and analyze the b-stress relationships for differ-

ent periods, i.e., for entire experiments, individual stick-slip events within an experiment and at

periods of elevated stress closer to failure. Lastly, we explore the influence of fault complexity on

b-stress relationships.

4.6.1 Experimental set-up and sample geometry

In this section, we briefly discuss sample preparation, loading conditions, and acquisition of AE

data. A more detailed treatment of the experimental setup can be found in Stanchits et al. (2006)

and Goebel et al. (2012). Within the scope of the current experimental series, we used homoge-

neous, undamaged Westerly granite samples. Westerly granite exhibits grain sizes between 0.05–

2.2 mm with an average grain size of 0.75 mm (Stesky, 1978). The experiments were conducted

at room temperatures on previously oven-dried samples. Initially, we fractured the intact part be-

tween two pre-cut, 30° notches at a confining pressure of 75 MPa. We then locked the created

laboratory fault zone by increasing the confining pressure to 150 MPa and reactivated the fault by

resuming axial loading. The reactivation stage was characterized by a stick-slip type fault motion

in which episodes of stress increase alternate with macroscopic slip events, releasing the stored

elastic energy. The length of the saw-cut notches increased systematically from 1.5 to 2.3 cm

with the four successive experiments (W4, W5, W7, W8). The connected fracture surface sizes

decreased accordingly from 5–3 cm (Table 4.1). The notches resulted in ∼1 mm wide gaps which

were closed by inserting low-friction teflon sheets. The length increase of the saw-cut notches

resulted in lower peak axial stresses prior to sample failure during fracture and frictional sliding.

Table 4.1 shows the mechanical data and loading conditions of the fracture and frictional slid-

ing stage of the four experiments, conducted at triaxial loading conditions, constant hydrostatic
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Figure 4.5: Schematics of sample geometry and dimensions (left) as well as loading conditions (right).
Initially, the intact part of the sample was fractured, the fault was then locked by an increase in confining
pressure after which axial loading was resumed until a series of stick-slips occurred.

confining pressures and constant vertical displacement rates (ǫ̇ ∼ 3 · 10−6 s−1).

Seismic waveforms of AE events were recorded using a 3D transducer array of 16 piezo-electric

sensors. Full AE waveforms were digitized with a 10 MHz sampling frequency corresponding to a

time resolution of 0.1 µs and an amplitude resolution of 16 bits. Based on the AE records which

contain between 34,141 and 97,847 events, we computed the average amplitude from the max-

imum amplitude of each channel in volts and corrected for geometric spreading between source

and receiver. Based on these amplitudes, we assigned magnitudes, M = log
(

A
Ac

)

, where Ac de-

scribes a reference value in volts and seismic moments to each event at an experiment-specific

scale. We investigated the temporal variations of b-values which are defined as the slope of the AE

frequency-magnitude distributions:

log N = a − bM, (4.1)

where N is the number of AE events of larger or equal magnitude than M and a is a constant

representing the AE activity. For reliable b-value estimates, we required distributions to contain

at least 200 AE events. b-values were computed using the maximum-likelihood method (Aki,

1965; Utsu et al., 1965; Bender, 1983), assuming that the magnitudes of AE events were largely
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Sample lRS Pcfrac
Pcslide

σmaxfrac
σmaxslide

Uxmax

(cm) (MPa) (MPa) (MPa) (MPa) (mm)

W4 5.0±0.15 75±0.5 150±0.5 635±6 365±6 3.0±0.003

W5 4.2±0.15 75±0.5 150±0.5 510±6 296±6 4.1±0.003

W7 3.7±0.15 75±0.5 150±0.5 450±6 293±6 4.3±0.003

W8 3.0±0.15 75±0.5 150±0.5 380±6 288±6 3.7±0.003

Table 4.1: Mechanical data and loading conditions of the four presented experiments. The length of the
saw-cut notches was gradually increased from W4 to W8 which led to a net reduction of the rough surface
area. lRS: approximate length of the rough fracture surface, Pcfrac

: confining pressure during fracture stage,
Pcslide

: confining pressure during frictional sliding of the previously generated fault, σmaxfrac
: maximal differen-

tial stress during fracture stage, σmaxslide
: maximal differential stress during sliding, Uxmax : maximum vertical

displacement of loading piston.

independent at the considered time scales:

b =
1

M − Mc
log(e). (4.2)

Here, M is the mean magnitude, e = exp(1) and Mc is the magnitude of completeness corrected

for bin size to account for possible biases of discrete magnitude bin size (Utsu et al., 1965; Guo

and Ogata, 1997). For the temporal analysis we associated each b-value with the temporal mean

of each sample window and both minimum and maximum values are shown (e. g. Figure. 4.6),

demonstrating the extent of the corresponding time window.

Based on the relative magnitudes, which ranged from 0.84 to 5.0, we computed b values for

certain time and stress windows. We scrutinized the influence of a variety of sample sizes and

sampling techniques to avoid imaging artifacts within b value trends. We determined the magni-

tude of completeness (Mc) for the entire duration of each experiment, assuming constant array

geometry and detection sensitivity, by determining the deviation from linearity of the cumulative

frequency-magnitude distributions (FMDs). An accurate estimation of b values was ensured by

using the maximum-likelihood method (Aki, 1965; Utsu et al., 1965; Bender, 1983), and verified

through inspection of large sets of FMDs and corresponding power-law fits (e. g. Figure 4.6).

4.6.2 b value trends during a single stick-slip sequence

We show the details of b values and stresses for the example of stick-slip sequence 5 of experiment

W5. During loading of the structurally complex fault zone, we observed two small stress-drop
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events (SSDs) at t = 10, 100 s and 10, 500 s and one large stress-drop event (LSD) which occurred

at t = 10, 800 s (Figure 4.6). b values generally decreased with larger stresses and closer proximity

to failure. They also showed some short period variations, i. e. a local b value minimum followed

by an increase in b that coincided with the onsets of SSDs. Expectedly, such features were most

pronounced for small sample sizes of b computations. Thus, also small-scale stress perturbations

had an influence on the frequency-magnitude distributions of AEs and produced a characteristic

trend of decreasing b before and higher b values after the SSDs, similar to the observed long-term

trends.

Nevertheless, a longterm decrease in b was observed for all sample sizes and was generally

higher than the estimated standard errors in b. The overlap and extent of time windows used for

b value computations were also smaller than the observed variations in b values.

Furthermore, we analyzed the difference between FMDs which are the basis for b value com-

putations. FMDs were determined for three different time frames at the center and toward the end

of an inter-slip period as well as immediately after the onset of the LSD (Figure 4.6c). The slope

of the FMDs was lowest several hundred seconds before the slip onset. Here, we also observed a

pronounced increase in the right tail (between M = 3.5–4.9) of the FMD. The relative proportion

of small magnitude AEs was higher at low stress level and smaller during the high-stress regime.

The highest FMD-slopes were observed in the third time window starting at ∼ 2 s after the LSD.

4.6.3 Comparison between seismic moments and b values

Once the fault started to slip, we expected large magnitude AEs to occur in greater abundance thus

perturbing the b value curves downward. To investigate whether b value trends were influenced

by LSD associated AE events, we removed all AEs in temporal proximity to slip onsets. This

was done by excluding AEs within a period from 0.5 s before, until 20 s after slip onsets which is

when the AE rates returned to the background rate. We then stacked b values computed from the

residual record (Figure 4.7). b values were compared between all inter-slip periods by using AEs

within a constant-length, sliding time window. Initial inter-slip periods were excluded due to their

untypical variations in AE rate and b value. Again, b values decreased with increasing stresses while

average seismic moment, computed by summing the moment within constant time windows and

normalizing by the corresponding AE number, increased over similar periods. A b value maximum

of 1.55 was observed ∼ 1200 s before slip onset, followed by a steady decrease to b = 1.2 at
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Figure 4.6: Temporal changes in b and differential stress for one stick-slip period (left). b values were
computed for four different sample sizes and curves are colored accordingly. The gray frames, labeled from
1 to 3, highlight b values for which the FMDs are shown in the right plot. Vertical errors are standard errors
in b, horizontal error bars indicate the extent of the sliding time windows of AE sampling used for b value
computation which stopped close to a LSD and started again right after (see text for explanation). The height
of the frames corresponds to the standard error in b and the width to the length of the corresponding time
windows. (c) FMDs for three different periods but with the same sampling (NAE = 600), taken from the
intermediate (1, light blue dots), high (2, dark blue triangle) and low stress regimes (3, black diamonds)
during and right after inter-slip period between LSD 4 and LSD 5.
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t ≈ −200 s. This decrease was followed by slightly higher b values leading up to slip onsets. For

b values averaged over inter-slip periods of all experiments we observed a decrease from 1.41 at

t ≈ −1100 s to 1.2 at t ≈ −400 s, followed by a minimum which lasted until the onset of the LSDs.

The seismic moment showed a long-term non-monotonic increase up to ∼ 420 s before failure

which also marked the time of maximum moment release (Figure 4.7 bottom). This was followed

by a period of rather abrupt, large changes with moment maxima at ≈ −300 s and ≈ −180 s and

minima at ≈ −390 s to ≈ −350 s and ≈ −250 s to ≈ −180 s. The average seismic moment showed

more short-period variations than the b value curves. Some of these variations were connected to

SSDs. These findings underline the previous trends, which indicate a more abundant occurrence

of large magnitude AEs during high-stress periods. b value curves were slightly smoother and less

dominated by SSDs than seismic moment curves. The persistent observation of long-term decrease

in b values shows that they were not simply caused by large AE events associated with LSD events

but rather highlight the occurrences of relatively larger proportion of high-magnitude AEs closer

to slip events.

4.6.4 Correlating stresses and b values

We tested if b values and stress can be described by an inverse relationship. We used AE sample

sizes of 600 (left plot in Figure 4.8) and 3000 (right plot in Figure 4.8) events for b value com-

putations. The corresponding stress levels were taken at the temporal mean of the respective AE

samples used to calculate the b value. For each stick-slip cycle, we adapted the step-size of the

sliding sample window to show the same number of b values. This allows for an easier comparison

of b-stress trends between different stick-slip events. The linear Pearson correlation coefficients

(r) for the linear-regressions of the entire experiment W5 were r = −0.77 for NAE = 600 and

r = −0.78 for NAE = 3000. The standard errors decreased slightly from 0.11 to 0.07 for larger

sample sizes. The scatter in b values was reduced for the larger sample size resulting in slightly

better correlation while slope and intercept of the linear regression remained unchanged. Thus,

the long-term trend could be described by a simple linear relationship. However, we also observed

deviations from linearity at the beginning and end of an inter-slip period as well as within the

high-stress regimes especially for NAE = 600. For simplicity, we decided to describe the correlation

between stresses and b values with a linear model. However, other models might perform equally

well or better at the cost of increasing the model complexity.
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Figure 4.7: b values (top) and average seismic moment (bottom) for inter-slip periods excluding AE events in
immediate temporal proximity to LSDs during experiment W5 (larger axes) and for all experiments (insets).
For the larger frames, we used averaged b values and moments over inter-slip periods of experiment W5
excluding the first inter-slip period (see text for details). For the insets, we averaged over the inter-slip
periods of all experiments. The shaded areas depict standard deviations from the averaged values. The onset
of slip events is at t = 0 .
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Figure 4.8: Linear regression of normalized differential stress and b value for all six stick-slips of W5 using
a sample size of 600 (left) and 3000 AEs (right). The regression parameters for b and stress above 55% of
the peak-stress were Pearson’s r = −0.77 and r = −0.78 which were both significant at a 99% level, and the
standard error of the modeled b values were 0.11 and 0.07. The markers are colored according to individual
slip events. Vertical error bars indicate standard error in b value estimates and horizontal error bars show the
range of stress from which AE events were sampled for b value computations. The dashed lines are the 95%
confidence bounds of the regression line. The utilization of larger sample sizes improved the linear regression
and the large scatter observed for smaller sample sizes was reduced especially for the low-stress regime.
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We also tested if b values changed systematically with successive stick-slip events of different ex-

periments. To this end, we display b value-stress relations for which b values again were computed

from a constant number of AEs but adapted for different stick periods to display equal numbers of

b values (Figure 4.9). Stresses were normalized to the peak-stress of individual inter-slip periods.

The previously established connection between stress and b, i. e. decreasing b values with in-

creasing stresses was still observed, but with different degree of scatter and deviations from a

simple linear relation, depending on individual experiments. Except for W4, b values decreased

predominately monotonically during individual inter-slip periods. b values showed the largest

scatter during individual inter-slip periods of experiment W4 and W7. These experiments also had

the lowest correlation coefficients. W8 showed the highest correlation coefficient and a low stan-

dard error thus deviating the least from a linear trend whereas W4 deviated the most. The latter

showed some local increases in b, partially caused by SSD occurrences.

4.6.5 b value and stress behavior within the high-stress regime

In this section, we investigate the more complex behavior within the high-stress regime. We focus

on changes in the position of the b value minima within a stick-slip sequence, and the relation

between stress release and b value increase.

We show two examples of temporal b value changes and variations with stress for individ-

ual inter-slip periods (Figure 4.10). Stick-slip events 1 and 6 of experiment W7 can be seen as

end member cases in terms of the extent of non-linear deformation prior to failure. b values for

stick-slip 1 decreased until ∼ 1600 s before failure which corresponds to ≈ 66% of the inter-slip

period. This was followed by a complex behavior of repeated b value increase and subsequent

decrease within the high-stress regime. This regime was connected to at least 5 SSDs which could

be partially responsible for some of the variations in b. Within the final 300 s before failure (7%

of inter-slip period), there was a decrease in b values from 1.28 to 1.17 while b values increased

on an intermediate scale, starting at ≈ −1400 s (32% of the inter-slip period). The three SSDs

with the largest stress drops were connected to noticeable b value jumps, however, not all b value

fluctuations could be connected to changes in far-field stress. The statistically significant correla-

tion coefficient was −0.56 for stick-slip event 1 of experiment W7 with partially large scatter and

deviations from linearity especially above 85% of the peak stress.

The right side of Figure 4.10 shows the relatively less complex behavior of b value and stress
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Figure 4.9: b values and stress normalized by peak-stresses of individual stick periods of all four experiments.
b values were computed based on constant numbers of AEs. Error bars show standard error in b and extent
of sample window for b value computations. b values decreased systematically with higher stresses. This
decrease showed the smallest deviation from a linear trend for W8. The corresponding Pearson’s r values
were −0.62, −0.71, −0.64 and −0.77 and standard errors of the estimated dependent variable were 0.08,
0.11, 0.07 and 0.08.
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Figure 4.10: Examples of b value trends and stress for individual inter-slip periods for experiment W7. Shown
here are both temporal trends (main axis) and b value-stress relations (insets) of slip event 7_1 (left) and 7_6
(right) which could be seen as end-member cases in terms of complexity in both stress and b value curves.
b values were computed using 600 samples. The legend at the top right of each axis shows Pearson’s r and
significance of correlation, p.

during stick-slip 6 which had no SSDs. The b values decrease from a maximum of b = 1.47 at

t = −1390 s to b = 1.05 approximately 20 s before failure. b value and differential stress showed a

negative, linear relation with a coefficient of correlation of −0.92.

Naturally, there also existed a range of behavior between the two end-member cases. Inter-slip

periods differed from one another by the degree of deviation from a linear relationship between

stress and b value, the number of SSDs and the complexity of b values within the high-stress regime

including the position of b value minima. The latter will be investigated in the following.

Figure 4.11 shows a systematic compilation of the positions of b value minima for all inter-slip

periods. They were grouped according to the number of SSDs observed during the corresponding

inter-slip period. The number of SSDs can be seen as a proxy for the amount of complexity during

the high-stress regimes. Commonly, the times of b value minima averaged over inter-slip periods

with the same number of SSDs (colored frames) occurred closer to failure if less SSDs were ob-

served and also for smaller sample sizes of b value computations. The minima of b values based

on sample sizes between 300–1200 AEs occurred, on average, at t ≥ −150 s for inter-slip periods

without SSDs while increasing numbers of SSDs also led to an increase in temporal distance to
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Figure 4.11: Times of b value minima relative to failure as function of number of SSDs for individual slip
events (dots) and averaged over inter-slip periods with the same number of SSDs (frames). Colors are ac-
cording to the employed sample sizes. The averaged times are connected by solid lines. This figure highlights
both the influence of the amount of SSDs and sample sizes on the time of b value minima.

failure. With increasing number of SSDs, the average time of b value minima changed systemati-

cally, for example, for a sample size of 1200 AEs from t = −150 s, to −240 s, −450 s, −1500 s, and

ultimately to −1550 s. The confidence in the last two data points is somewhat reduced because

they were based solely on one inter-slip period while the others were averaged over 5–8 inter-slip

periods from different experiments. Based on the observed systematic changes we identify two

controlling parameters for the location of b value minima, i. e. (1) the number of SSDs as a proxy

for the degree of complexity within the high-stress regimes and (2) the sample size used for b

value computations which can lead to an over-smoothing of b value trends as well as mixing of

AE events from different inter-slip periods which is seen for the pink curve in Figure 4.11. Less

complex stress curves were connected to b value minima that occurred in close temporal proximity

to failure.

If the complexity in the stress curve is indeed systematically connected to b value variations, we
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Figure 4.12: Change in correlation coefficient (Spearman’s rank) as function of number of SSDs during indi-
vidual stick-slip sequences of all experiments. The quality of correlations decreased with increasing numbers
of SSDs which can be seen as a proxy for complexity of the temporal variations of differential stress within a
stick-slip cycle.

would expect to also observe systematic changes in the quality of b-stress correlations. To investi-

gate this hypothesis, we grouped the correlation coefficients (here we preferred to use Spearman’s

rank which is less sensitive to strong outliers, but the more commonly used Pearson’s r showed sim-

ilar results) according to the number of observed SSDs within each stick-slip cycle (Figure 4.12).

The correlation coefficient increased on average with more SSDs so that the highest-quality corre-

lations were observed for stick-slip sequences with the least complexity and vice versa. Stick-slip

sequences with one SSD showed lower correlations as stick-slips with no SSDs but corresponding

correlation coefficients showed also very low absolute values thus slightly deviating from the gen-

eral trend. Nevertheless, the systematics of correlation coefficients and number of SSDs support

the hypothesis that details of the b value-stress relationship partially depend on the observed level

of complexity.
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5 A comparison of seismicity characteristics and fault structure

between stick-slip experiments and nature

5.1 Abstract

Fault zones contain structural complexity on all scales. This complexity influences fault mechan-

ics including the dynamics of large earthquakes as well as the spatial and temporal distribution

of small seismic events. Incomplete earthquake records, unknown stresses, and unresolved fault

structures within the crust complicate a quantitative assessment of the parameters that control

seismicity. To better understand the relation between fault structure and seismicity, we examined

dynamic faulting under controlled conditions in the laboratory by creating saw-cut-guided natu-

ral fractures in cylindrical granite samples. The resultant rough surfaces were triaxially loaded

to produce a sequence of stick-slip events. During these experiments, we monitored stress, strain

and seismic activity. After the experiments, fault structures were imaged in thin-sections and

using computer tomography. The laboratory fault zones showed many structural characteristics

observed in upper crustal faults including zones of localized slip embedded in a layer of fault

gouge. Laboratory faults also exhibited a several millimeter wide damage zone with decreasing

micro-crack density at larger distances from the fault axis. In addition to the structural similar-

ities, we also observed many parallels between our observed distribution of acoustic emissions

and natural seismicity. The acoustic emissions followed the Gutenberg-Richter and Omori-Utsu

relations commonly used to describe natural seismicity. Moreover, we observed a connection be-

tween along-strike fault heterogeneity and variations of Gutenberg-Richter b value. As suggested

in natural seismicity studies, areas of low b value marked the nucleation points of large slip events

and were located at large asperities within the fault zone that were revealed by post-experimental

tomography scans. Our results emphasize the importance of stick-slip experiments for the study

of fault mechanics. The direct correlation of acoustic activity with fault zone structure is a unique

characteristic of our laboratory studies that has been impossible to observe in nature.

5.2 Introduction

It is generally accepted that natural fault zones can only partially be described by planar, frictional

interfaces, and should rather be considered as complex zones of deformation. This complexity
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along with inherent fault properties such as frictional behavior controls the mechanical response

of faults when subjected to tectonic loading stresses. Recent results (e.g. Hori et al., 2004; Barbot

et al., 2012; Noda and Lapusta, 2013) have shown that the distribution of materials that favor

unstable (velocity-weakening) over stable (velocity-strengthening) slip along faults strongly influ-

ences earthquake distributions and the overall slip behavior of a fault. In addition to rheological

heterogeneity, earthquake ruptures and slip are also controlled by geometric heterogeneity within

the fault zone.

On a larger scale, models that include fault-system-induced interactions of earthquakes can

produce seismicity characteristics similar to regional observations and replicate observed statisti-

cal relations, including aftershock clustering, of natural seismicity (e.g. Ward, 2000; Rundle et al.,

2004; Dieterich and Richards-Dinger, 2010). Consequently, fault complexity is connected to in-

ternal fault properties (e.g. structural and rheological heterogeneity) and external processes (e.g.

pore-pressure changes, stress changes induced by other earthquakes). This study focuses on a com-

parison between intrinsic fault zone properties in the laboratory and nature, with special emphasis

on structural similarities.

The structure of natural fault zones can conceptually be described by a fault core surrounded

by a zone of distributed damage (e.g. Caine et al., 1996; Ben-Zion and Sammis, 2003). A fault

core contains a gouge layer, anastomosing principal and secondary zones of slip localization. The

surrounding damage zone consists of joints, pulverized rock, and subsidiary faults over a wide

range of length scales (e.g. Chester and Logan, 1986; Chester et al., 1993; Faulkner et al., 2003;

Dor et al., 2006) and see Wibberley et al. (2008); Faulkner et al. (2010) for reviews. The structure

of fault zones can vary substantially and shows a large dependence on protolith composition (e.g.

Schulz and Evans, 2000; Faulkner et al., 2003). This structural heterogeneity strongly affects seis-

mic activity along faults. Micro-seismicity is suggested to be connected to fault heterogeneity and

has been used to map fault asperities (Malin et al., 1989; Wiemer and Wyss, 1997; Schorlemmer

and Wiemer, 2005). Seismicity studies also provide details about changes in strain accumulation

and fault properties at depth (Nadeau and McEvilly, 1995, 1999). Fault-normal seismicity profiles

have been used to infer the width of the fault core and fault roughness, as well as progressive fault

smoothing with larger displacements (Powers and Jordan, 2010).

Many of these seismicity studies have drawn from laboratory results to understand seismic-

ity variations and their underlying mechanisms in nature (see also Main et al., 1989; Wyss and
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Wiemer, 2000; Schorlemmer et al., 2005; Sobiesiak et al., 2007; Narteau et al., 2009). Laboratory

studies highlight, for example, the influence of stress (Scholz, 1968; Amitrano, 2003) and composi-

tional heterogeneity (Mogi, 1962) on frequency-magnitude distributions of micro-seismic events.

In the laboratory, seismic energy is predominantly radiated in form of high-frequency acoustic

emissions (AEs) during micro-cracking and micro-slip. These AEs mark distinct prefailure stages

before sample fracture that are connected to sample dilation and rupture nucleation (e.g. Lockner

et al., 1991a). AEs are initially distributed throughout the sample and then start to localize when

approaching the point of rupture nucleation and maximum stress (Lockner et al., 1991b). Prior

to the point of peak stress and failure a general increase in AE rate and decrease in b value is ob-

served (e.g. Main et al., 1989; Meredith et al., 1990; Zang et al., 1998), which is explained by the

growth and coalescence of the pre-existing micro-crack population (Main et al., 1992). AE events

during stick-slip motion on rough fracture surfaces can be used to identify points of fault branch-

ing and increased geometric complexity (Thompson et al., 2009). Furthermore, AEs document

micro-processes before a stick-slip event (Weeks et al., 1978; Thompson et al., 2005; Goebel et al.,

2012), which is commonly considered as laboratory-analog for earthquakes (Brace and Byerlee,

1966; Byerlee, 1970).

In experiments, the occurrence of slip instability is controlled by material properties, loading

conditions and the machine stiffness which supplies elastic energy to a propagating rupture (Di-

etrich, 1978; Lockner and Beeler, 2002). Variations in machine stiffness (Lockner and Byerlee,

1990) and fault roughness evolution (Voisin et al., 2007) can cause a transition between stable

and unstable sliding. In nature, elastic energy is stored in the surrounding lithology of a fault. A

slip instability occurs if a nucleating rupture patch reduces a fault segment’s strength faster than

the driving stress is reduced (Byerlee, 1970; Dieterich, 1979; Lockner and Beeler, 2002).

This emphasizes some of the analogies between experiments and nature, and highlights the

importance of a detailed description of slip instability in the laboratory. The nucleation of slip

instability can be described as a function of changes in sliding velocity and interface properties

which evolve over time. For a comprehensive review of laboratory derived rate-and-state fric-

tion laws and their role in earthquake mechanics see Marone (1998) and Scholz (1998). In the

laboratory, the occurrence of a slip instability is sensitive to fault zone composition. Quartz rich

granite powders, for example, exhibit velocity weakening which favors slip instability (e.g. Green

and Marone, 2002) whereas phyllosilicates exhibit velocity strengthening which supports stable
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sliding (e.g. Moore and Lockner, 2004; Moore and Rymer, 2007; Faulkner et al., 2011).

Most previous laboratory studies investigated sliding characteristics and frictional properties

of planar material interfaces. This study focuses on the mechanical properties and structures of

faults that develop from saw-cut guided, natural fracture surfaces, thus providing the opportunity

to study naturally-created fault complexity. Furthermore, our experiments produced a series of

stick-slip events under upper crustal stress conditions, thus enabling us to study the mechanical

and seismic consequences of early stages of fault evolution. In the following, we emphasize ob-

served similarities between laboratory experiments and nature. Initially, we show parallels in fault

structure and off-fault damage production, which will be tied to observed acoustic emission statis-

tics which show temporal and spatial clustering analogous to natural seismicity. Lastly, we consider

fault evolutionary processes in the laboratory, which can be assessed by systematic changes in the

spatial distribution of acoustic emissions.

5.3 Method

In this section, we will describe the sample preparation, loading conditions, and AE data analysis. A

more detailed treatment of AE acquisition system and experimental setup can be found in Stanchits

et al. (2006) and Goebel et al. (2012), respectively. We report on 4 experiments performed on

cylindrical (radius = 40 mm, height = 107 mm) Westerly granite specimen at the German Research

Centre for Geosciences (GFZ). The grain size of Westerly granite samples varies between 0.05 and

2.2 mm with an average grain size of 0.75 mm (Stesky, 1978).

The experiments were conducted at room temperature and room-dry conditions. To accurately

monitor elastic and inelastic sample deformation, AE sensors and strain gauges were glued directly

to a specimen’s surface. We designed the experiments so that most of the macro- and micro-fracture

activity was focused within the central region of each specimen away from the sample boundaries.

This was accomplished by introducing saw-cut notches with different lengths (1.5 to 2.3 cm) at a

30° angle to the loading axis prior to the experiments. An overview of loading conditions can be

found in Table 5.1 and a schematic representation of the sample geometry is depicted in Figure

5.1a. The experiments were conducted under triaxial loading conditions at constant confining

pressures (σxx = σyy). Vertical displacement rates were held constant at ǫ̇ ≈ 3 · 10−6 s−1. The

laboratory fault zones were created by initial, saw-cut-guided fracture, followed by fault locking
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Sample ln lRS Pcfrac
Pcslide

σmaxfrac
σmaxslide

Uxmax

(cm) (MPa) (MPa) (MPa) (MPa) (mm)

WGRN04 1.5±0.7 5.0±0.15 75±0.5 150±0.5 635±6 400±6 3.0±0.003

WGRN05 1.9±0.7 4.2±0.15 75±0.5 150±0.5 510±6 296±6 4.1±0.003

WGRN07 2.2±0.7 3.7±0.15 75±0.5 150±0.5 450±6 293±6 4.3±0.003

WGRN08 2.5±0.7 3.0±0.15 75±0.5 150±0.5 380±6 288±6 3.7±0.003

Table 5.1: Loading conditions and mechanical data of the 4 presented experiments. The length of the saw-
cut notches was gradually increased from WGRN04 to WGRN08 which led to a net reduction of the rough
surface area. ln: notch length lRS: approximate length of the rough fracture surface, Pcfrac

: confining pressure
during fracture stage, Pcslide

: confining pressure during frictional sliding of the previously generated fault,
σmaxfrac

: maximal differential stress during fracture stage, ∆σmax: maximal differential stress during sliding,
and Uxmax : maximum vertical displacement of loading piston.

due to pressure increase (from Pc = 75 to 150 MPa), and lastly fault reactivation in form of stick-

slip motion (Goebel et al., 2012).

In contrast to an idealized model of stick-slip motion with linear stress increase and constant

failure stresses, we observed a range of complexities in the stress curves of our tests (Figure 5.1b).

The stress increase before failure showed large amounts of inelastic deformation. At the same

time, we observed small, abrupt stress drops possibly due to local failure events and variations in

both peak and residual stress after slip. Figure 5.1b shows differential stress and strain during the

reloading of a previously faulted sample that led to the creation of 6 stick-slip events with large

stress drops (LSD events) some of which were preceded by smaller stress drop (SSD) events. The

alternation of gradual stress increase and abrupt release of the stored elastic energy during slip is

typical for all experiments.

5.3.1 Acoustic emission recordings and magnitude determination

To monitor seismically active deformation during stick-slip, we used a 16 channel seismic array of

piezo-electric transducers with a resonance frequency at 2 MHz. We recorded full seismic wave-

forms at 10 MHz sampling frequency corresponding to a time resolution of 0.1 µs. The amplitude

resolution was 16 bits. AE hypocenter locations were determined from first arrival times and ac-

tive velocity measurements using transducers as ultrasonic-pulse senders. The location uncertainty

was estimated at 1–4 mm, depending on the proximity of an event to the edge of the array.

The average amplitudes of the recorded AE events were computed from the maximum ampli-

tudes at each channel in volts and corrected for geometric spreading between source and receiver.
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Figure 5.1: (a): Sample geometry and loading conditions of the triaxial tests. (b): Variations in stress and
strain with small stress drop (SSD) and large stress drop (LSD) events during 6 stick-slip cycles.
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Based on the corrected, averaged amplitudes (A), we assigned magnitudes:

M = log10

(

A

Ac

)

(5.1)

where Ac describes a reference value.

5.3.2 Statistical analysis of acoustic emission data

In the following, we will describe the details of the statistical description of AE distributions in

space and time as well as of the frequency-magnitude distribution (FMD). The latter can be char-

acterized by a power-law with an exponent (b value) that describes the relative proportion of small

vs. large magnitude events (Ishimoto and Iida, 1939; Gutenberg and Richter, 1944):

log N = a − bM, (5.2)

where N is the number of AE events with magnitudes that are larger than or equal to M and

a is a constant representing the seismic activity. For reliable b value estimates, we required AE

distributions to contain at least 150 events. b values were computed using the maximum-likelihood

estimator (Aki, 1965; Utsu et al., 1965; Bender, 1983):

b =
1

M − Mc
log10(e). (5.3)

Here, M is the mean magnitude, e = exp(1) and Mc is the magnitude of completeness corrected

for bin size to account for possible biases of discrete magnitude bin sizes (Utsu et al., 1965; Guo

and Ogata, 1997). We estimated Mc through the inspection of large sets of FMDs and deter-

mined the deviation from linearity of the cumulative histograms. We used a constant value for

Mc assuming no significant changes in completeness. This is supported by a stable array sensi-

tivity and consistent, high-quality seismic records throughout the experiments. The total number

of successfully located AE events for each experiment varied between 34,141 and 97,847, with

relative magnitudes ranging from 0.84 to 5.0. While the minimum magnitude was likely related

to the smallest detectable crack size, the maximum magnitude was limited by the analog input

range of the digitizing cards. Based on the large AE data sets, we computed spatial variations in

b value within the fault zone. To this end, we used the N nearest events to each point within
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a homogeneous 2D grid (0.1 mm grid spacing) that was located within the best-fit fault plane.

Computing b values based on a nearest neighbor approach ensures the same statistical significance

and similar uncertainties at each grid point, while also increasing the spatial resolution especially

in areas of high AE density (for details about spatial b value mapping and different methods see

e.g. Wiemer and Wyss (2002)). b values were only computed for grid nodes that had sufficient AE

events (N > 150) within a spherical volume with maximum radius of 5 mm. N was then varied

between 150 to 600 events to test the stability of spatial b value patterns.

To describe aftershock rates after LSD events we used the Omori-Utsu relation:

dN

dt
=

K

(c + t)p (5.4)

where dN/dt is the aftershock rate and t is the time after slip. K, c and p are empirical fitting

parameters. K is generally related to the productivity of an aftershock sequence, and is suggested

to depend on mainshock magnitude (Utsu et al., 1965). c describes the length of the time window

of initial deviation from a power-law decay and is typically small (e.g. .1 day for Japan (Ogata,

1999)). p is the rate decay exponent which is generally close to 1, and can vary between 0.5

and 1.9, especially during spatial mapping of aftershock parameters (Ogata, 1999; Wiemer and

Katsumata, 1999). To estimate the empirical fitting parameters of aftershocks within the time

interval [ta, tb], we maximized the likelihood function suggested by Ogata (1999):

log L(K, c, p; ta, tb) = N log K − p
N

∑
i=1

log(ti + c) − KΛ(c, p, ta, tb), (5.5)

where

Λ(c, p, ta, tb) =











log(tb + c) − log(ta + c), for p = 1
(

(tb + c)1−p − (ta + c)1−p
)

/(1 − p), for p 6= 1
(5.6)

To find the parameters that maximize this function, we used a simplex optimization algorithm,

and explored the parameter space to ensure the robustness of the maxima. The parameter un-

certainties are estimated by bootstrap re-sampling. A performance test of the fitting algorithm

can be obtained from a Kolmogorov-Smirnov-test (KS-test) that compares modeled and observed

AE aftershock times (Woessner et al., 2004). The KS-test indicates if modeled and observed data
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originated from the same distribution. High values underline that the Omori-Utsu relationship is a

valid model for the description of the observed aftershock rates.

To assess variations in the spatial distribution of AE events we computed the fractal dimension

for events within individual interslip periods. To this aim, we estimated the sample densities at

varying scales using the pair correlation function (Feder, 1988; Schroeder, 1991), and determined

the number of AE events within spherical volumes with increasing radii ri:

µ(R < ri) = AHr
DH
i (5.7)

where R is the distance vector between the current sample and all other AE events, µ is the AE

density, AH is a prefactor and DH is the fractal dimension, computed from the linear part of the

power-law distribution of µ and r (Wyss et al., 2004). The radius r was logarithmically binned

so that its values appear equally-spaced in log-space. As a result, less weight is given to data

at large distances, adding to the robustness of the least-square estimates of fractal dimensions.

The pair correlation function is analogous to the correlation integral (Grassberger, 1983) used to

estimate fractal dimensions of hypocenter locations in nature (e.g. Hirata, 1989). We tested a

range of different values for AE sample sizes, concluding that results were stable for more than

1000–3000 events depending on the AE catalog size. Uncertainties in DH were estimated by

bootstrap re-sampling and the reliability of fractal dimension estimates was tested using known

fractal geometries, i.e. the Sierpinski gasket (Schroeder, 1991).

5.4 Results

5.4.1 Post-experimental fault structure

To examine parallels between laboratory experiments and natural faulting, we monitored fault

development starting from an incipient fracture surface. After completion of the experiments, we

analyzed micro-structures based on fault parallel and orthogonal thin-sections of multiple speci-

mens. Prior to this analysis, specimens were confined by the initial rubber tubing and additional

steal clamps to preserve the post-experimental sample configuration in as much as possible. Small

movements along the fault were unavoidable due to elastic rebound of samples and rubber jack-

ets after pressure removal, so that off-sets and crack width in thin-sections and CT-scans deviated
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slightly (<1 mm) from the in-situ conditions. To avoid any further movement, specimens were im-

pregnated with low-viscosity, colored (blue) epoxy-resin, immediately after the experiments. The

usage of the blue epoxy allowed for a clear distinction between connected pore-space and sample

mineralogy.

Sample fracture and successive stick-slip events resulted in damage creation that led to the

formation of distinguishable structural features. The center of the faults were generally marked by

a gouge layer containing larger clasts and localized zones of fine-grain material (Figure 5.2c). The

clasts show strong size-variations (from ∼5–500 µm) due to varying stages of grain comminution

and spatial-heterogeneous strain accumulation within the fault zone. Analogous to models of nat-

ural faults, we sub-divided our laboratory fault-structures into 3 major zones: (1) A fault core with

a width that varied between 0.3 to 1 mm containing clasts of variable grain-size and several zones

of localized slip with very fine-grained material (>20 µm). The fault core shows evidence of shear

deformation in form of zones of localized slip and Riedel shears within the core’s gouge layer.

(2) At larger distance from the fault axis, we observed a zone of enhanced damage and micro-

cracking. This damage zone was characterized by grain boundary cracks, inter- and transgranular

cracks, as well as the removal of grains from the edge of the damage zone and subsequent assimi-

lated into the gouge layer. Many of the larger flaws within the fault core and transitional damage

zone showed a preferred, low-angle (<30°) orientation with regard to the fault axis. These cracks

exhibited extensional and shear components, similarly to the observations of Riedel shears (Figure

5.2b) and joints in nature. (3) The gouge layer and damage zone were embedded into the country

rock which appeared largely undamaged within the thin-sections.

We analyzed the density of micro-cracks at increasing distances to the fault axis (Figure 5.3),

identified by the blue-colored epoxy resin. For the micro-crack density analysis, we removed all

loose gouge particles from the fault surface to provide a clearer distinction between gouge and

transitional damage layer. The crack density was computed from the ratio of cracks to intact

material for each fault-parallel thin-section image slice. The resulting density profile was then

smoothed using a 15 sample moving average filter. Micro-crack densities were generally highest

close to the fault core and decreased with large fault normal distances. This suggests that most

of the damage is caused by deformation processes within or at the edge of the fault core and

that these processes result in pervasive damage creation even at distances of several millimeters.

In addition the fault core related damage zone, we observed secondary zones of increased crack
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Figure 5.2: Comparison between natural and laboratory fault structures. (a): Schematic of natural fault
structure. (b): Photographic image of a natural fault zone that contains a gouge layer and zones of localized
slip as well as Riedel shears within the gouge layer. (c): Microscopic image of post-experimental thin-section
of a laboratory fault zone. The fault contains a gouge zone, off-fault damage as well as Riedel shears (R1

and R2 see inset), principal slip zones (Y), and tensional cracks (T) sub-parallel to the direction of maximum
stress.

densities around larger flaws within the transitional damage zone (see Figure 5.3a). Areas at large

distances (>1.7 mm) from the gouge/damage zone interface showed little to no visible damage

in thin-sections. The connected AE activity, however, which was largest close to the fault axis and

decreased with larger distances, extended out to ∼15 mm emphasizing the distribution of faulting

induced micro-cracking (Figure 5.3c).

5.4.2 AE distributions in time and space

In the following, we discuss the connection between in-situ recordings of AE events and post-

experimental fault structures. Besides the micro-structural analysis of thin-sections, we examined

the structure of faults in post-experimental X-ray computer tomography (CT) scans. CT-scans,

which image density contrasts between pore-space and the rock-matrix, show a range of deforma-

tion induced features. These features include preferred zones of slip highlighted by black, linear

zones as well as high AE activity in Figure 5.4 and anastomosing, secondary cracks within a broader

damage zone. The previously observed gouge layer is not clearly identifiable. However, we can

determine the width of the fault damage zone outlined by the anastomosing crack network. This

width varies between 1.5 mm and 4.5 mm, similarly to observations in thin-sections. The thinnest

part of the damage zone is located close to the center of the specimen at Y = 25–30 mm and
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Figure 5.3: Micro-crack density distribution as function of fault normal distance. (a): Cracks and pore-space
within a thin section of a typical, fault-adjacent region. The fault gouge was removed. (b): Crack density at
increasing fault normal distance and fault structural units (i.e. fault core, off-fault damage zone, country rock
with little damage). (c): Across-fault profile of AE activity for all AE events within a typical interslip period.
The AE activity was binned every 0.5 mm.
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Figure 5.4: AE hypocenter distribution and
magnitudes (colored dots) superimposed on
a post-experimental CT-scan image that shows
fault structure and width. The displayed crack
network is connected to the cumulative dam-
age creation of sample fracture and 6 succes-
sive stick-slip events whereas the shown AE
events occurred within a ∼15 min period lead-
ing up to a LSD event. The AEs occurred
within a 5 mm slice centered at the CT-image
position. The red star shows the nucleation
point of the LSD event. (modified from Goebel
et al. (2012))

Z = 42–47 mm in Figure 5.4. AE hypocenter locations, which are generally guided by the fault

orientation, cluster within this area. These AE clusters showed relatively larger magnitudes at

higher stresses closer to failure. The nucleation point of the following LSD event is located within

this area in immediate proximity to a cluster of large magnitude events. This highlights the close

connection between fault structure and AE activity during loading and stress increase on our lab-

oratory faults. Thin parts of the fault zone seem to locally intensify loading stresses which would

explain the relatively large AE activity and event magnitudes in this area as discussed in Goebel

et al. (2012).

Besides the spatial variations of the AE activity, we also observed systematic temporal changes

in AE rates associated with LSD events. AE event rates were comparably low before, and showed a

sharp peak at the onset of LSD events which was followed by a gradual decrease over several sec-

onds (Figure 5.5). The onset of LSD events was also connected to large-amplitude AE waveforms,
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Figure 5.5: ’Mainshock’ identification based on AE rate peaks and waveform recordings (inset). AE rates,
computed for time bins of ∆t = 0.4 (orange line), show a sharp increase at the time of slip while stress (black,
solid line) drops abruptly. The apparent shift between the onset of stress-drop and peak AE rate is caused by
time binning and the saturation of the recording system immediately after slip. After the slip onset, AE rates
decreased gradually reaching the pre-failure rate at ∼10 s.

which led to a ∼5 ms long saturation of the recording system. Even though these waveforms

appeared mostly clipped, their first-arrival times enabled an accurate determination of slip onset

times and locations of slip nucleation patches. After ∼5–10 ms, individual AE events could again

be recorded and located. The AE activity decayed with time after the LSD onsets and reached the

pre-failure level within ∼10–20 s. These AE events will be called aftershocks in the following.

AE aftershock rates decayed rapidly within the first few seconds after the LSD events and

then more gradually over the next ∼20 s. This behavior can be described by the Omori-Utsu

relationship. Our analysis revealed that the Omori-Utsu parameters are very sensitive to the begin-

ning of an aftershock period, whereas the end of the aftershock interval changed the results only

marginally. We generally attained the most stable results by setting the beginning of an aftershock

sequence to the LSD onset times and the end to 30 s after slip onset. To exemplify the quality
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of aftershock fitting and the analogy to natural aftershock sequences, we plotted the cumulative

aftershock rates of a typical LSD event as well as aftershock rates of the M = 6.0, 2004 Parkfield

event (Figure 5.6 inset). Both events exhibited relatively high KS-statistics (p-value = 0.5 and 0.9)

showing that the Omori-Utsu relationship is a valid model for the description of both data sets.

Aftershock sequences during our experiments were limited to faults that developed from incipient

fracture surfaces and were not observed during experiments on saw-cut surfaces. This highlights

the importance of fault structural heterogeneity for the temporal clustering of AE events.

Besides the generally observed Omori-Utsu aftershock decay, we were also interested in a com-

parison of frequency-magnitude distributions (FMD) in the laboratory and nature. Figure 5.7

depicts an example of a typical FMD of AE events that occurred within an interslip period. The

FMDs generally show similar characteristics to Gutenberg-Richter type FMDs with a pronounced

power-law fall-off over more than one order of magnitude. The extend of the power-law decay

is seen at both the approximately straight part of the FMD in log-log space and the stability of

b values within this range of magnitudes (Figure 5.7 inset).

We investigated spatial variations in b values within the interslip periods of LSD events. Spatial

b value maps were characterized by localized regions of low b (Figure 5.8b). These regions varied

in size and shape, however, the centroid position remained largely stable over many successive

stick-slip events. This result was independent of the number of AE events used for b value compu-

tations, even if varying the number of AEs between 150–600 (Goebel et al., 2012). Low b value

regions were generally coinciding or adjacent to regions of high seismic moment release (Figure

5.8c) suggesting that the occurrence of large AE events played a substantial role in creating low

b value regions. We compared FMDs within a low b value area and a ’typical’ fault region (Figure

5.8b inset). The ’typical’ fault region was associated with a substantially smaller amount of large

magnitude AE events (M > 3.0). Events with M = 4.0–4.9 were missing entirely during that

period which provides an explanation for the large differences in b value.

Our observations agree in several respects with spatial b value maps of the Parkfield section of

the San Andreas fault (Figure 5.8a). Both maps depict regions of anomalously low b value within

a broader region of higher b values. In both cases, the difference between low and high b value

regions is ≈0.4–0.5, and the regions of low b value mark the likely areas of future, large seismic

events. The total range of b value variations is generally slightly higher during our experiments

(0.7–2) than in nature (0.5–1.3). This shows that a direct comparison between absolute b values is

86



AES, FAULTS & SEISMIC CYCLES 5 MICROSEISMICITY IN LAB & NATURE

Figure 5.6: AE aftershocks decay as a power-law with time from the LSD event. This could be described by
the Omori-Utsu relationship. The orange markers represent a typical, cumulative aftershock rate 30 s after a
LSD event, and the orange curve shows the corresponding fit. The inset shows the cumulative aftershock rate
and Omori-Utsu fit in a 280 day period after the M = 6.0, 2004 Parkfield event.
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Figure 5.7: Frequency-size distributions of AEs in laboratory stick-slip experiments can be described by a
power-law similar to the Gutenberg-Richter relationship with a slope b = 1±0.04. This power-law spans
≈1.2 orders of magnitude (inset).
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not possible. The differences in b value are likely due to different types of recording systems as is

between different seismicity catalogs and corresponding magnitude scales. Nevertheless, relative

variations in b value may be an expression of similar underlying micro-processes in nature and

laboratory experiments.

5.4.3 Fractal dimensions of AE events

While fault structures can only be assessed directly after completion of an experiment, for example,

by using CT-images and thin-sections, AE events provide information about in-situ deformation

and can thus be used to monitor changes in fault structure. We investigated the tendency of AEs

to localize close to the fault plane to assess the changes in the spatial extend of micro-cracking

with each successive stick-slip event. To this end, we computed the fractal dimensions of AE

hypocenter distributions (DH) for each interslip period. In general, fractal dimensions of seismic

events can vary between about 1 and 3. Strongly localized event clusters can drop below values

of DH = 1 (depending on observational scales), linear clusters have fractal dimensions slightly

greater than 1 and event clusters that occur along a plane show values of DH & 2 (e.g. Mandelbrot,

1982). Based on these considerations, we expect volume-filling distributions of AEs to have fractal

dimensions substantially larger than 2 which decrease once AEs start to preferably occur along the

fault surface. In practice, decreasing fractal dimensions can be connected to both localization at a

surface and hypocenteral clustering at points within the surface.

We conducted 3 control experiments on planar, saw-cut surfaces with specific roughness cre-

ated by surface grinding with silicon carbide powder (Figure 5.9). These experiments showed AE

distributions with fractal dimensions below 2 in all cases, thus the AE populations did not fill the

entire fault plane. The smooth surface exhibited a lower fractal dimension (DH = 1.48), compared

to the rough surfaces (DH = 1.79–1.82). Following the observed connection between DH and fault

roughness, we analyzed variations in DH with successive LSD events. Figure 5.9b shows DH for

6 successive stick-slip events. The fractal dimension decreased systematically and approached a

value of DH ≈ 2 in the interslip period before the 6. LSD event. Similarly, the fractal dimensions

decreased with successive stick-slips during the other experiments from values between DH ≈ 2.5

to ≈ 2.0 (Figure 5.9c), highlighting a generic tendency of AEs to localize close to or within the

fault zone.
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Figure 5.8: A comparison between b value maps at Parkfield and in the laboratory. a): b value map of the
Parkfield section of the San Andreas fault modified after Schorlemmer and Wiemer (2005). The red star marks
the hypocenter location of the 2004, M = 6.0 mainshock. b): Spatial b value map and frequency-magnitude
distributions of an asperity region (inset, red markers) and a normal fault region (inset, green markers). c):
Map of seismic moment release per fault volume computed for events close to the fault surface. (Figures (b)
and (c) were modified from Goebel et al. (2012), which corresponds to Chapter 3 of the current work.)
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Figure 5.9: Changes in the AE hypocenter distributions (described here by their fractal dimension) with
successive stick-slip events. (a): Fractal dimension of AEs recorded during loading of planar surfaces with
pre-defined roughness. (b): Number of AE event pairs within increasing radii and corresponding fractal di-
mension computed from the linear part of the distributions. (c): Changes in fractal dimension with successive
stick-slips. The number of markers (3–4) per slip event represent fractal dimensions for interslip periods of
different experiments.
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5.5 Discussion

5.5.1 Seismic event statistics in laboratory experiments and nature

Our experiments reveal many similarities between the distribution of AE events during laboratory

stick-slip events and natural seismicity. The recorded AE populations can be described by the

two fundamental relationships of statistical seismology: the Gutenberg-Richter and Omori-Utsu

relationship (Omori, 1894; Utsu et al., 1965; Ogata, 1999). A spatial mapping of the seismic

b value revealed that areas of low b-value mark the nucleation points of stick-slip events, which

is similar to the observed connection between low b value regions and mainshock locations in

nature (Westerhaus et al., 2002; Wyss and Matsumura, 2002; Schorlemmer and Wiemer, 2005;

Wyss and Stefansson, 2006). We also illustrated that areas of low b values are associated with

higher seismic moment release and relatively more large-magnitude AE events observed in FMDs.

Larger AEs tend to cluster at relatively thin parts of the faults during periods of elevated stress

before failure (see Figure 5.4). Thus, seismic event clustering is a result of the interaction between

fault structural heterogeneity and loading stresses. More specifically, load bearing asperities may

produce clusters of relatively larger-magnitude events during the stress increase of an advancing

seismic cycle. Similarly, fault asperities may play a key role in generating areas of low b value in

nature (Wiemer and Wyss, 1997).

Besides the power-law distribution of FMDs and AE aftershocks, we showed that AE hypocen-

ters are fractally distributed, which is also observed for natural seismicity (e.g. Aki, 1981; Hirata,

1989; Wyss et al., 2004). In the laboratory, fractal dimensions are observed to decrease rapidly

before sample fracture caused by AE localization close to the point of fracture nucleation (Lei et al.,

1992; Lockner and Byerlee, 1995; Zang et al., 1998). Our results, on the other hand, highlight a

connection between fractal dimension and fault roughness. We observed that rough, pre-cut sur-

faces generally produce AE hypocenter populations with larger fractal dimensions than smooth,

pre-cut surfaces. Similarly, we interpret the observed decrease in DH with successive stick-slip

events on incipient fracture surfaces as an expression of progressive fault smoothing and reduction

of structural complexity. This emphasizes a possible role of our experiments in guiding fractal

dimension analysis for the assessment of fault roughness evolution in nature.

Our laboratory experiments revealed a general connection between fault structure and seismic

event distributions suggesting that fault roughness and heterogeneity can control both the spatial,
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temporal, and frequency-magnitude distributions of seismicity.

5.5.2 Fault structure and slip localization

Natural fault zones are generally complex but show distinguishable structural features, i.e. one or

more fault cores, a gouge layer, zones of localized slip surrounded by a broader zone of deformed

rocks (e.g. Chester et al., 1993; Schulz and Evans, 2000; Ben-Zion and Sammis, 2003; Faulkner

et al., 2003, 2010). Within the scope of the current experimental series, we showed that similar

structural features can be produced after only few stick-slip events on fault zones that developed

from incipient fracture surfaces. Analogous to natural faults which are surrounded by a broad zone

of damage and fractures (e.g. Mitchell and Faulkner, 2009; Savage and Brodsky, 2011; Faulkner

et al., 2010), we observed a wide zone of micro-cracking which extends out to several millimeters

at places. This zone shows decreasing micro-crack and AE activity with increasing fault normal

distances. Similar observations, i.e. decreasing crack densities away from the faults axis, were also

made within process zones of controlled, shear-fracture experiments (Zang et al., 2000; Janssen

et al., 2001). These studies highlight the importance of fracture processes during the formation of

faults and secondary cracks which can exhibit their own zones of intensified mico-cracking.

Besides the direct analysis of fault structures in thin-sections and CT-scans, we investigated

the spatial distribution of AEs and its connection to fault roughness. Systematic changes in frac-

tal dimension of AE events with successive stick-slip events are interpreted as being caused by

fault smoothing and reduction in fault complexity. This type of fault evolution is likely associated

with the formation of zones of slip localization, observed in post-experimental thin-sections. Con-

sequently, the deformation history of the samples during our stick-slip events includes an initial

stage during which the faults are relatively rough, AE activity is high and the seismic events occur

distributed. The second stage of fault formation is characterized by progressive fault smoothing

and the AE hypocenters start to localize at, or within, the fault zone. During this stage, zones of

localized slip form which probably accommodate most of the total displacement along the fault.

We hypothesize that slip starts to localize early within thin zones of fine grain material during our

experiments. This is supported by the corresponding rapid decrease in DH within the first 3 LSD

events.

Localized zones of high deformation are not only limited to stick-slip experiments but are

also observed after sample fracture and subsequent frictional sliding experiments (Amitrano and
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Schmittbuhl, 2002). The authors identified localized shear bands (∼0.1 mm) that consist of thin

layers of elongated, smaller grains within a wider gouge layer (∼1 mm). Local shear bands in

granular layers and porous rocks are likely transient deformation features at low strains which may

mark different stages of strain localization (Aydin and Johnson, 1983; Hirth and Tullis, 1989; Mair

et al., 2000). The stick-slip events during our experiments commonly produce through-going zones

of strain localization and localized slip. For a more quantitative assessment of structural difference

between different stages of slip localization, more experiments with a spectrum of strains and

slip modes are required. Nevertheless, the observed structural similarities of laboratory-created

and natural fault zones emphasize the importance of laboratory analog experiments for the un-

derstanding of fault formation. Moreover, our experiments provide insight into how complexity

controls physical properties of faults.

5.5.3 Subsidiary faults and aftershock distributions

Part of the structural complexity of natural fault zones is generated by secondary fault structures

in the vicinity of the main fault. One example for the existence of secondary fault branches is

the Parkfield section of the San Andreas fault (Figure 5.10b). Similarly, our laboratory-created

fault zones are connected to secondary cracks and slip surfaces which can accommodate parts of

the total displacement. The 3-D representations of laboratory faults reveal the overall topography

(Figure 5.10c), however, the complex network of anastomosing cracks is best visualized by extract-

ing their traces from 2-D CT-images (Figure 5.10d). This representation elucidates that part of the

fault’s topography is due to different branches of smaller cracks with sub-parallel or low-angle ori-

entation to the main slip surface identified by high AE activity. During our experiments, secondary

structural features, for example, anastomosing crack networks are likely required for the creation

of SSD events and aftershocks which are both not observed during stick-slip on simple, planar

saw-cut surfaces.

Thus, our results suggest that the existence of aftershock sequences in the laboratory is linked

to fault structural complexity. Similarly, aftershock sequences may be closely linked to fault com-

plexity in nature. In nature, aftershocks are related to the slip distribution during the mainshock

(e.g. Wiemer and Katsumata, 1999; Woessner et al., 2006) as well as mainshock induced changes

in fault strength (e.g. Beroza and Zoback, 1993) and redistribution of stress (e.g. Mendoza and

Hartzell, 1988). Aftershocks can also occur on secondary faults with different orientations from
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Figure 5.10: Traces of main faults and subsidiary faults in nature and in the laboratory. (a): Map of California
with major fault traces (Californian Fault Traces, 2010). The black rectangle marks the region plotted in (b).
(b): Fault traces including subsidiary faults close to the Parkfield section of the San Andreas fault. Background
colors represent elevation between 100 to 1200 m. (c): 3-D image of a laboratory fault highlighting varying
fault topography and secondary cracks seen at the outer boundaries. (d): CT-scan slice of the sample’s center.
(e): Traces of faults and secondary cracks based on the CT-image in (d).

the principal slip surfaces (Mendoza and Hartzell, 1988; Oppenheimer, 1990).

5.6 Conclusion

We documented the formation of laboratory fault zones from incipient fracture surfaces by means

of post-experimental fault-structural analysis and through the analysis of AE distributions. Our

results underline many structural similarities between laboratory-created and natural fault zones,

for example, a fault core containing a gouge layer and zones of slip localization, a damage zone

with decreasing crack densities at increasing fault normal distances and secondary, anastomosing

cracks in the proximity of the main slip surface. Moreover, we observed several analogies between

the statistics of AE events and natural seismicity: 1) AE events are fractally distributed in space, 2),

show Omori-Utsu aftershock decay, and 3), Gutenberg-Richter frequency-magnitude distributions.

Our experiments emphasize that AE clustering in time and space is connected to fault complexity.

The spatial clustering of AEs before slip events is associated with fault asperity regions. Temporal

clustering, i.e. aftershock sequences is related to the existence of fault structural complexity in
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stick-slip experiments.

Our results also highlight a connection between fault roughness and the fractal dimension of

AE hypocenters, and suggest that changes in fault roughness due to successive stick-slip events can

induce progressive localization of AEs. Consequently, roughness may be a controlling parameter

for the spatial distribution of seismicity in the proximity of both laboratory and natural faults.

Our experiments highlight the importance of laboratory investigations of fault complexity when

assessing physical mechanisms that cause variations in micro-seismicity. Furthermore, they can

advance the understanding of fault formation, and evolution with larger displacements as well

as the complex interplay between fault driving stresses and fault heterogeneity before stick-slip

events and earthquakes.
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6 Seismic event distributions and off-fault damage during fric-

tional sliding of saw-cut surfaces with predefined roughness

6.1 Summary

The motion along upper crustal faults in response to tectonic loading is controlled by both loading

stresses and surface properties, for example, roughness. Fault roughness influences earthquake

slip distributions, stress-drops, as well as possible transitions from stable to unstable sliding which

is connected to the radiation of seismic energy. The relationship between fault roughness and

seismic event distributions is insufficiently understood, in particular, the underlying mechanisms

of off-fault seismicity creation in the proximity of rough faults are debated. Here, we investigate the

connection between roughness and acoustic emission density with increasing fault-normal distance

during loading of surfaces with predefined roughness. We test the influence of fault roughness and

normal stress variations on the characteristics of acoustic emission off-fault distributions. To this

end, two sets of experiments were conducted: one to investigate the influence of initial surface

roughness at constant confining pressure, and the other to investigate the influence of fault-normal

stresses at constant roughness. Our experiments reveal a power-law decay of acoustic emission

density with distance from the slip surface. The power-law exponents are sensitive to both fault

roughness and normal stress variations so that larger normal stresses and increased roughness

lead to slower AE density decay with fault-normal distance. This emphasizes that both roughness

and stress have to be considered when trying to understand micro-seismic event distributions in

the proximity of fault zones. Our results are largely in agreement with theoretical studies and

observations of across-fault seismicity distributions in California suggesting a connection between

off-fault seismicity and fault roughness over a wide range of scales. Seismicity analysis including

a possible mapping between off-fault activity exponents, fault stresses and roughness, can be an

important tool in understanding the mechanics of faults and their seismic hazard potential.

6.2 Introduction

Much of the deformation at tectonic plate boundaries is focused within zones of relative weakness,

i.e., faults. Fault zones accumulate strain over time and release it over a spectrum of slip events

of different size and velocity (e.g. Peng and Gomberg, 2010). The characteristics of these slip
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events may be a function of fault roughness over a range of scales (e.g. Chester and Chester, 2000;

Dieterich and Smith, 2009; Candela et al., 2011a,b). The roughness of natural fault zones varies

from the sub-grain scale (micro- to centimeter scale) to the scale of large bends and deflections

(1–100s km), like the Big Bend of the San Andreas fault.

The details of how different scale roughness or fault topography influences the dynamics of

earthquakes and fault mechanics is not entirely understood. At the scale of laboratory experiments

(millimeter to decimeter scale), the static coefficient of friction is suggested to be independent of

roughness if normal stresses are high (Byerlee, 1970). Nevertheless, small scale roughness, i.e.,

the roughness of planar, ground surfaces ranging from micrometers to millimeters influences the

frictional properties of rock samples in many different ways. For example, the break-down slip-

distance required for the coefficient of friction to drop during the initiation of slip depends on the

initial surface roughness (e.g. Dieterich, 1979; Okubo and Dieterich, 1984). Consequently, larger

roughness can increase the stability of motion along a fault in that it favors stress release through

the creation of small slip events instead of unstable slip events, i.e., stick-slips. This is supported

by the observation of relatively high b-value (larger proportion of small seismic events) of acoustic

emission events on rough compared to smooth faults (Sammonds and Ohnaka, 1998). Besides

the influence on seismic event size distributions, roughness also influences the stress drop of slip

events at laboratory scale (Okubo and Dieterich, 1984) and at the scale of natural faults (Candela

et al., 2011a). Similarly, the distribution of slip on faults is related to roughness, assuming that

local stress variations are connected to fault roughness (Candela et al., 2011b). A direct connec-

tion between local stress heterogeneity and fault roughness has been observed through mapping

the size distributions of contacts on translucent material interfaces (Dieterich and Kilgore, 1996).

Rougher faults are associated with smaller effective contact area, and the stresses at individual as-

perities are higher, whereas smooth surfaces exhibit more contacts over which the loading stresses

are distributed. Thus, in addition to the distribution of slip, roughness influences the distribution

of stress and strength along faults. This is also the case in the presence of gouge for which rough-

ness increases the amount of stress required to shear a gouge layer (e.g. Sammis and Steacy, 1994;

Rathbun et al., 2013).

The roughness of natural faults has been studied and mapped extensively for exhumed faults,

revealing self-affinity of slip surfaces with similar roughness exponents and slip related surface

smoothing in direction of slip (e.g. Power et al., 1987; Sagy et al., 2007; Candela et al., 2009; Grif-
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fith et al., 2010; Candela et al., 2012). Faults with larger cumulative displacements are generally

smoother in direction of slip than faults with small displacements (below 10–100 m) and appear

polished at the smallest wavelengths (Sagy et al., 2007; Brodsky et al., 2011; Candela et al., 2012).

Progressive fault smoothing is most likely caused by abrasional wear, which could be a mechanism

for fault evolution (Brodsky et al., 2011). Sagy et al. (2007) pointed out that the fault smoothing

process might be limited to the first ∼100 m of fault displacement after which fault roughness re-

mains largely constant. Systematic changes in fault roughness due to slip may be associated with

a tendency of faults to evolve into a state of less complexity and more localized slip (e.g. Chester

et al., 1993; Ben-Zion and Sammis, 2003; Rockwell and Ben-Zion, 2007).

Fault evolution has also been documented as function of step overs per length scale and cumu-

lative geologic offset (Wesnousky, 1988). Moreover, a decrease in the complexity of splay orienta-

tions may indicate that faults evolve to less geometric complexity (Wechsler et al., 2010). However,

these geologic observations are limited to fault traces or exhumed fault surfaces, thus providing

little insight into 3-D fault topography and fault structure at seismogenic depths. At these depths,

microseismicity provides the most readily available information about fault properties. A recent

study highlighted a possible connection between fault structure and across-fault seismicity distri-

butions in California (Powers and Jordan, 2010). The authors suggested that fault smoothing,

inferred from off-fault seismicity distributions, is active even at large fault displacements, i.e., for

faults that exhibit cumulative offsets of 5–315 km. In their study, Powers & Jordan use a connection

between fault roughness and off-fault seismicity distributions described theoretically by Dieterich

and Smith (2009). The latter investigated stress interactions and sliding characteristics of simu-

lated 2–D faults with random, fractal roughness in a purely elastic medium. The introduction of

fault roughness and resulting geometric irregularities was associated with stress heterogeneity, in-

cluding off-fault stresses. These off-fault stresses depended strongly on the fractal character of the

fault geometry. The off-fault stress relaxation rates, ṠR, were predicted to decrease as a power-law

with distance from the fault, y:

ṠR = kGβy−(2−H), (6.1)

where G is the shear modulus, β is a prefactor that controls the total power of the spectrum, k

is a constant that depends on fault slip rate, and H is the Hurst exponent which describes the

fractal roughness. In the brittle seismogenic crust, off-fault stresses are likely released in form of
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secondary cracks within the fault’s damage zone. Consequently, the resulting seismicity distribu-

tion follows a power-law with an exponent that is linearly related to fault roughness assuming that

the surfaces are in contact everywhere. This has been tested for faults in California, confirming

a general power-law decay of near-fault seismicity (Powers and Jordan, 2010; Hauksson, 2010).

Furthermore, Powers and Jordan (2010) quantify the linear relation between off-fault seismicity

exponent and fault roughness assuming that the 2-D fault roughness model can be applied to

strike-slip faults. They obtain:

γ = 2 − H, (6.2)

where γ is the power-law exponent of seismicity decay with fault-normal distance.

To test this hypothesis, we performed frictional sliding experiments on planar fault surfaces

with predefined roughness. Previous studies on natural seismicity (Powers and Jordan, 2010;

Hauksson, 2010) could not establish a direct connection between seismicity and roughness be-

cause fault roughness can only be assessed for exhumed faults whereas seismicity typically occurs

at several kilometers depths. Our experiments enable us to investigate both roughness and seis-

mic off-fault activity in form of acoustic emission (AE) events under seismogenic conditions. AEs

have proven to be effective in documenting both fault structure and stresses in a range of ex-

periments. Spatial variations in the statistics of AE events during earthquake analog experiments

were observed to be connected to along-strike fault structural heterogeneity and asperity locations

(Goebel et al., 2012). Moreover, AE analysis can provide vital insights into the stress variations

during macroscopic failure of rock samples (e.g. Scholz, 1968; Main et al., 1992; Goebel et al.,

2013c) and micro-failure of asperities (McLaskey and Glaser, 2011).

In the following, we scrutinize the existence of off-fault micro-cracking through AE event and

thin-section analysis. We then investigate the characteristics of the off-fault activity distribution,

including a detailed test for power-law behavior. This is followed by a study of controlling param-

eters on off-fault activity, namely, variations in roughness and normal stress. Lastly, we discuss our

findings with regard to the understanding of natural seismicity variations.

6.3 Experimental data and method

We report on five frictional sliding experiments on homogeneous, isotropic Westerly granite sam-

ples. Westerly granite exhibits varying grain sizes between 0.05 and 2.2 mm with an aver-
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Figure 6.1: Sample geometry and loading conditions for saw-cut faults with different initial surface prepa-
ration (left). AE hypocenter locations highlight orientation of the fault at a 30° angle to the loading axis.
Marker colors correspond to relative AE magnitudes estimated on a transducer-specific scale.

age grain size of 0.75 mm (Byerlee and Brace, 1968; Stesky, 1978). The employed cylindrical

(height = 100 mm, radius = 25 mm) samples were prepared with saw-cuts at a 30° angle to the

loading axis (Figure 6.1). The resulting surfaces were ground using different grain-size silicon-

carbit abrasives. An overview of abrasive sizes, loading conditions, resulting stresses and displace-

ments can be found in Table 6.1. All experiments were conducted at a constant axial displacement

rate of 20 ¯m/min (ǫ̇ ∼ 3 ·10−6 s−1). Within the present work, we strove to investigate the influ-

ence of different fault properties on AE distributions in isolation. To this end, we conducted two

sets of experiments: the first set at constant confining pressure to test the influence of different

initial roughness (experiments: LR1-LP, HR2-LP, HR1-LP, where LR and HR denote low and high

roughness, and LP low pressure), and the other set (experiments: HR1-HP, HR1-IP, HR1-LP, where

HP, IP, LP denote high, intermediate and low pressure) with the same initial surface finish to test

the influence of different confining pressures and connected fault stress level.

We imaged the initial surfaces for each choice of abrasive using a White Light Interferometer
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(Zygo7300). Interferometry imaging is based on the interference pattern of a reference green

light beam with a beam that reflects off a rough surface. By vertical movement of the sample and

simultaneous image capturing, the interference, intensity envelope, and thereby the relative height

of the imaged surface at each pixel is determined. A vertical resolution down to 0.1 nanometer

was estimated by scanning a flat, reference surface (Silicon Carbide) with an estimated roughness

of ∼ 6 order of magnitudes below the roughness of the initial surfaces used in our experiments.

We computed two different measures of initial surface roughness: The first measure was the

root-mean-square (Rrms) which provides an estimate of the deviation from an average roughness

profile:

Rrms =

√

1

n

n

∑
i=1

(p(zi) − p̄)2, (6.3)

where p(z) is the roughness profile. The other measure of roughness was computed from the

power-spectral density of Fourier-transformed, roughness profiles, which were stacked for individ-

ual scans. This method provides an estimate of roughness as function of wavelength. Straight

parts of the log-transformed power-spectra indicate self-affine scaling of wavelength and power.

This can be quantified by computing the Hurst exponent (H):

P(λ) = βλ1+2H , (6.4)

where P(λ) is the power at wavelength λ and β is a pre-factor that is related to the absolute

vertical topography (Feder, 1988; Amitrano and Schmittbuhl, 2002; Candela et al., 2009). The

Hurst exponent itself shows the distribution of power over different wavelength, i.e., the relative

power at small compared to large wavelengths. Instead of the Hurst exponent, one can express this

relationship also by the roughness exponent α (e.g. Power and Durham, 1997) which is linearly

related to H (e.g. α = 1 + 2H for power spectral slopes) (e.g. Feder, 1988). The Hurst exponent

commonly occupies values between 0–1. A Hurst exponent of unity (α = 3) indicates self-similar

roughness scaling, whereas values of H below unity are connected to self-affine surfaces. For

natural faults, H commonly ranges between 0.6–0.8 but also shows anisotropic behavior, i.e.,

smaller Hurst exponents in direction of slip (e.g. Sagy et al., 2007; Candela et al., 2009, 2012;

Renard et al., 2013).

Frictional sliding of the rough surfaces under high pressures resulted in large AE catalogs con-
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taining 1,268 to 10,907 events. The AE events had an amplitude range of about 4 orders of mag-

nitude. Events were located by travel-time inversion of automatically picked first P-wave arrivals.

We used AE sensors both as receivers and active pulse senders. The latter was to estimate seismic

velocity changes throughout the experiments to improve the AE location accuracy. Similarly to

Lockner et al. (1991a), we limited our analysis to high quality events, i.e., AEs that were recorded

at 8 stations or more and a travel-time residual ≤ 0.5 µs. In general, the location uncertainty was

estimated between 1 and 4 mm, depending on the extent of fault-induced velocity perturbations

and the proximity of an event to the edge of the sample. Average uncertainties could be lower for

certain regions and experiments, especially for simple geometries like saw-cut samples.

6.4 Across-fault activity profiles and power-law parameter estimates

To analyze spatial characteristics of AE catalogs for experiments with different roughness, we

projected the recorded AE events into a fault-specific coordinate system and computed across fault

activity profiles. The AE activity was generally symmetric with respect to the fault axis allowing

for a stacking of AE events from both sides of the fault. We deployed two methods to quantify the

distribution of events with distance to the slip surface. The first method follows previous studies

of natural seismicity (Felzer and Brodsky, 2006; Powers and Jordan, 2010; Hauksson, 2010). It is

based on an estimate of the linear density of AEs (linear density distributions will be referred to

as LDDs in the following) by sampling a constant number (N) of nearest neighbor events starting

from the fault center (Silverman, 1986). We then determined the area covered by each sample

from the distance of the Nth event and normalize by the total fault area and duration of the

experiment. Changes in N mainly influence the smoothness, and distribution tail whereas the

slope remains largely stable for large sample sizes.

We also computed cumulative distributions of AE events as function of distance to the slip

surface. The advantage of this method is that it is not prone to binning artifacts. Moreover,

cumulative distributions depict many details of the trends in the data especially toward the tail of

the distribution. The LDDs, on the other hand, represent the data in a smoothed form which can be

advantageous to diminish the influence of individual outliers. Furthermore, LDDs depict regions

of constant AE density as horizontal trends in the data and power-law cut-offs can be estimated

from the deviation from linearity of the activity fall-off close to the fault center. The slope below
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the power-law cut-off can be determined by least-squares fitting since every data point contains

the same number of seismic events hence same statistical significance.

Due to the consistent curvature of cumulative distributions, it is more complicated to estimate

the power-law cut-off. For this reason, we compute the minimum cut-offs for our data (Ymin) using

the maximum Kolmogorov-Smirnoff distance (KS-distance) between the observed distribution and

modeled power-law distribution at varying values of Ymin (Clauset et al., 2009). The best param-

eter estimates of Ymin and γ will minimize the KS-distance between model and observation. The

maximum likelihood estimate (MLE) of the power-law exponent is given by (e.g. Newman, 2005;

Clauset et al., 2009):

γ = 1 + n

[

n

∑
i=1

ln
Yi

Ymin

]−1

. (6.5)

Here, Ymin is the minimum bound, γ is the power-law exponent, n is the number of data points

above Ymin, and Yi are the observed distance values above Ymin. The MLE is independent of

sampling and less sensitive to variations in the distribution’s tail compared to least-square esti-

mates of binned, log-transformed data (Clauset et al., 2009). For the MLE, we can estimate the

goodness-of-fit using a Monte-Carlo re-sampling approach: We created synthetic data using the

best-fit power-law parameters, computed the corresponding KS-statistics and compared it to the

KS-statistic of the observed data set (Clauset et al., 2009). The goodness-of-fit (p-value) is then

simply the fraction of cases for which the synthetic KS-distances are larger than the empirical dis-

tance. Large p-values (here we choose a value above 0.1 following Clauset et al. (2009)) suggest

that a power-law distribution is a plausible hypothesis whereas small p-values would require the

rejection of the power-law hypothesis.

6.5 Results

The triaxial loading of our five samples resulted in different deformation characteristics along the

saw-cut surfaces. An overview of the total vertical displacements, initial surface treatment and

the stress conditions on the faults can be found in Table 6.1. The normal stresses varied between

178 and 244 MPa for different experiments with the largest normal stress for experiment HR1-HP

which also exhibited the largest confining pressure. The initial stress increase was predominantly

linear for all experiments (Figure 6.4c). This was followed by extended periods of non-linear stress

increase accompanied by higher AE activity. Experiment LR1-LP produced three stick-slip events
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Sample σn τ µ Pc Umax mesh-size abrasive grain-size
[MPa] [MPa] [MPa] [mm] [µm]

LR1-LP 221±4 175±4 0.79 120±0.5 4.76±0.003 F290 16.5–59
HR2-LP 222±4 177±4 0.79 120±0.5 3.32±0.003 F80 150–212
HR1-LP 178±4 101±4 0.57 120±0.5 1.02±0.003 F60 212–300
HR1-IP 225±4 160±4 0.71 133±0.5 5.03±0.003 F60 212–300
HR1-HP 244±4 162±4 0.67 150±0.5 2.25±0.003 F60 212–300

Table 6.1: Stress state, displacements and surface preparation of all experiments. σn - normal stress, τ - shear
stress, µ - coefficient of friction, Pc - confining pressure, Umax - maximum vertical displacement, mesh-size
and abrasive grain-size describe the silicon carbit powder used to grind the inclined saw-cut surfaces.

with shear stress drops in the range of ≈ 107–173 MPa. For this experiment, we determined

the normal stress in Table 6.1 from the average, peak stress before the three stick-slip events. To

ensure comparability, we only analyzed AE events that occurred before the first stick-slip event and

compared the corresponding AE distribution to the initial surface roughness. At the beginning,

we will focus on experiments HR2-LP, HR1-LP, and LR1-LP, which were conducted at the same

confining pressure (Pc = 120 MPa) but different surface finish. LR1-LP resembles a polished

surface with no apparent topography whereas both HR2-LP and HR1-LP appeared rough during

visual inspection before the experiments.

6.5.1 Initial surface roughness

We determined the initial roughness of the three different surface-finishes with mesh-sizes F290,

F80, and F60 (see also Table 6.1 for different experiments and corresponding mesh-sizes). The

power-spectra of all surfaces exhibited several decades of self-affine scaling between wavelength

and power (Figure 6.2a). highlighting the fractal character of the roughness within that scale

range. The smooth surface (F290) showed a characteristic roll-off and flattening of the spectrum

above ∼ 0.1 mm. The rough surfaces started to deviate from linearity of the power-spectra at larger

wavelengths (λ > 0.2 mm). The flattening of power spectra at large wavelength is related to the

planarity of the surfaces which introduces a maximum wavelength of roughness and a correspond-

ing roll-off in power (Persson et al., 2005). Below the roll-off wavelength, F290 appears smoother

(less power) at all wavelength than F80 and F60, and also above, F290 shows smaller power at

the largest wavelengths. F80 and F60 exhibit very similar power-spectra that only deviated at the

largest wavelengths.
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Figure 6.2: Power spectral density as function of wavelength for smooth and rough faults. a): Stacked
power spectra for different roughens profiles of surface F290, F80 and F60 (see legend in b). The surface IDs
correspond to the mesh-sizes in Table 6.1. The experiments were prepared in the following manner: F290
- LR1-LP, F80 - HR2-LP, F60 - HR1-HP, HR1-IP, and HR1-LP. Upper and lower insets depict the topography
within the initial roughness of a rough and a smooth surface. b): Least-square fits of average power-spectral
density of all scans of the individual surfaces. F80 and F60 have comparable roughness exponents whereas
F290 has a substantially smaller exponent.

To understand the possible role of fractal roughness in controlling seismic off-fault activity, we

are interested in changes in slopes of the power-spectra. To this end, we computed the roughness

exponents, α, for the fractal range of power-spectra (Figure 6.2b). F60 and F80 exhibited largely

identical values of α = 1.92 and α = 1.93 respectively, whereas F290 exhibits a substantially

smaller value of α = 1.57.

6.5.2 AE hypocenter locations, off-fault micro-cracks and loading curves

To test if seismic event distributions and off-fault activities are connected to different roughness,

we analyzed high precision AE catalogs. AE events generally highlight the orientation and extent

of the saw-cut surfaces (Figure 6.3). We scrutinized the quality of surface finish before and during
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Figure 6.3: AE hypocenter locations of
experiment HR1-HP, projected into the
fault coordinate system and viewed in
a plane perpendicular (left) and parallel
(right) to the saw-cut surface. Marker
colors correspond to AE magnitudes on
a scale that is specific to the present ex-
perimental set-up.

the experiments. The latter was accomplished by comparing the extent of AE hypocenter locations

with the faults’ surface area, which was a good indicator for surface planarity and homogeneous

surface contacts. Experiments with localized AE clustering, which is indicative of uneven surface

finish resulting in partial loading of the surfaces, were not included in this study.

Figure 6.3 (left) highlights the orientation and extent of the AE event populations of experiment

HR1-HP. AEs occurred in a narrow zone of a few millimeter width around the fault axis. Large

magnitude events predominantly occurred on the fault plane whereas smaller magnitude events

were located at maximum fault-normal distances of Yf = 10–20 mm from the fault plane, thus

suggesting pervasive micro-cracking away from the fault.

We test the existence of off-fault micro-cracks through inspection of post-experimental thin-

sections and histograms of the AE activity with increasing Yf. The thin-section images revealed

a network of cracks and connected pore-space that extended out to a fault-normal distance of

∼10 mm (Figure 6.4a). Similarly, the largest AE activity was observed within the first 5–10 mm

(Figure 6.4b). Within this range of fault-normal distances, the AE activity decreased rapidly until

it reached an approximately constant rate for Yf > 10 mm. Thus, both AE event distributions and

thin-sections provide evidence for the existence of seismically active micro-cracks at distances up

to ∼18 mm from the fault axis.
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Figure 6.4: a): Post-experimental
micro-crack distribution in a fault-
perpendicular thin-section. Here, we
only show the relevant microcracks
which appear as black, linear features
in a thinsection. b): Seismic activ-
ity histograms as function of distance
from the slip surface for three sur-
faces with different initial roughness
(see legend or Table 6.1 for mesh-
sizes used for surface grinding). All
surfaces show clear evidence of seis-
mic activity away from the slip sur-
face. This activity decayed the fastest
for the smooth surface and slower for
the rougher surfaces. c): Changes
in fault shear-stress during loading of
the three different, rough surfaces.

6.5.3 Across-fault activity profiles and power-law exponent estimate

In the following, we will compare the two aforementioned methods to quantify off-fault activity

distributions. We start by computing LDDs using constant AE sample sizes of N = 20 events

(Figure 6.5a). Expectedly, this method depicts a plateau in the AE activity close to the fault axis at

distances of Yf . 0.4–0.7 mm. This is followed by a rapid decrease in AE density at larger distances.

We estimated the slope of this decrease (γ) using a least-squares fit. The power-law exponents

are similar for the two rough surfaces (HR2-LP: γ = 2.63 ± 0.17, HR1-LP: γ = 2.52 ± 0.42)

whereas the smooth surface (LR1-LP) exhibits a substantially higher exponent of γ = 3.5. To

test the stability of these results, we compute the power-law exponent using the MLE (Eq. 6.5).

The MLE power-law fit and cumulative distribution of each of the three experiments is shown

in Figure 6.5b. The minimum cut-off values Ymin were computed by minimizing the KS-distance

between observed and modeled distributions. These values were also used to define the resolution

limit of both cumulative and AE density distributions. For details about the role of Ymin and its

connection to hypocentral uncertainties, see section 6.5.4. The power-law exponent increases for

the different experiments from γ = 2.57 for HR2-LP to γ = 2.74 for HR1-LP and lastly to γ = 3.11
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for experiment LR1-LP. In comparing the least-squares and maximum likelihood estimates, we

notice an apparent difference for the experiments with relatively small sample sizes (HR1-LP,

LR1-LP) while HR2-LP exhibits largely constant exponents. The discrepancy is likely due to a

combination of binning artifacts in the LDDs and large uncertainties of least-squares fit for small

sample sizes. The latter can result is insufficient data spread for a reliable least-square fit of LDDs.

For example, the data points of experiment HR1-LP are concentrated between 0.7 and 2 mm,

providing a small range for a least-square fit and a relatively large error of 0.42. Small changes

in the furthest data points can thus influence the power-law exponent substantially. The MLE, on

the other hand, is insensitive to binning artifacts and outliers in a distribution’s tail (Clauset et al.,

2009).

To further investigate the relative differences in the observed distributions, we computed the

power-law exponent as function of increasing values of Ymin between 0.1 and 3 mm (Figure 6.6).

We expect γ to increase rapidly when approaching the true Ymin value from below and to stay

roughly constant above, over the range where the power-law holds. This behavior could be ob-

served for experiment HR1-LP which approached a value of γ ∼ 2.7 for Ymin > 0.5, and is in

agreement with the predominantly linear trend of the cumulative distribution on logarithmic scales

(Figure 6.5b). The other two experiments exhibited trends in γ that are stable over shorter ranges

(i.e. 0.7–1 for LR1-LP and 0.5–1 for HR2-LP). The combination of stability of γ and statistical error

give an estimate for possible range of Ymin. Above Ymin = 1.5, the uncertainty in γ becomes too

large, providing an upper bound for Ymin. Consequently, one can determine, that within the pos-

sible range of Ymin, LR1-LP has the largest value of γ ≈ 3–3.1 while HR1-LP shows lower values

(γ ≈ 2.6–2.75) and HR2-LP consistently shows the lowest values (γ ≈ 2.3–2.55).

6.5.4 Testing the power-law hypothesis

We tested if the observed distributions can be described by a different model, for example, a

simple summation of normal distributions which represent Gaussian-uncertainties in hypocenter

locations. To this end, we created random uniformly-distributed hypocenter locations within a

fault zone with varying widths, w = 0.1–5.1. Instead of discrete event locations, we prescribed

each hypocenter a random Gaussian uncertainty with varying width (Figure 6.7a) and computed

the cumulative distributions and power-law exponents for the resulting synthetic distributions

(Figure 6.7b). As a reference, we also plotted the cumulative distribution and γ as function of Ymin
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Figure 6.5: a): AE density distribution as function of fault-normal distance, estimated by LDDs. The corre-
sponding power-law exponents for each experiment are shown in the legend on the upper right. The shaded,
gray area depicts the lower resolution limit of across fault activity profiles which is defined by the lower
bound of the power-law as discussed in the text. b): Cumulative distributions of seismic activity as function
of fault-normal distance and MLE of corresponding power-law exponents. The distributions are depicted for
log-bins between 0.1 to 20 mm and exponents are computed for activity above minimum cut-off.
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Figure 6.6: Changes in power-law exponent α as function of minimum cut-off Ymin. The stability of α above
the estimated minimum cut-off (Ymin = 0.7) is a good indication about the range of the power-law behavior.

for one of the observations (HR1-HP). The synthetic Gaussian distributions generally overpredict

the number AE events close to the slip surface while decaying too rapidly at larger distance thus

providing a poor fit to the observation. The corresponding estimates of γ express the continuous

curvature of the synthetic distributions, i.e., they never show the plateau of constant exponents

characteristic for power-law behavior. Thus, hypocentral uncertainties alone cannot explain the

observed across-fault activity profiles.

After ruling out that the observed distributions are simply caused by Gaussian errors, we tested

the hypothesis that the observed distributions are a convolution of hypocentral uncertainties and a

power-law distribution. To this end, we randomly sampled fault-normal distances from power-law

distributions with the empirically determined exponents. We then assigned a value of Gaussian

uncertainty to each distance value and computed the resulting cumulative distribution and power-

law exponent (Figure 6.8). The resulting distributions mimic the characteristics of the observed

distribution including the region of high AE density close to the fault axis, a gradual roll-off zone

and transition into a power-law dominated distribution at increasing fault-normal distances. The
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Figure 6.7: a): Simulated Gaussian distributions for different fault widths (w) see text for details. b): Cumu-
lative, synthetic Gaussian distributions for different fault widths (colored markers) and power-law distribution
with exponent and minimum cut-off that resemble the observed values. The inset (c) displays differences in
exponent as function of minimum cut-off assuming a power-law model for the data. The red line shows
observed values of γ as function of Ymin for experiment HR1-HP, highlighting that the Gaussian distributions
are a poor description of our data.

convolution of power-law and Gaussian uncertainties changes the parameter estimates of an initial

power-law in two different ways: First, it generally leads to a slight overestimate of the power-

law exponent due to the faster decay of Gaussian distributions at intermediate distances. This is

most pronounced for large power-law exponents. Second, large normal distribution widths sys-

tematically increase the roll-off zone and connected minimum cut-offs of the initial power-law.

Nevertheless, the depicted distributions highlight that the observed data could be modeled by con-

volving power-law with normal distributions. Figure 6.8 shows the best-fit (minimum KS-distance)

distribution exemplified for experiment HR2-LP which has a Gaussian-width of σ ≈ 2 mm.

We systematically tested the connection between the observed parameter estimates Ymin, γ

and the parameters of the synthetic distributions γ∗ and σ, where γ∗ is the exponent of the initial

power-law and σ is the width the normal distribution. The latter gives an estimate of the expected

hypocentral uncertainty. We simulated a range of distributions with increasing Gaussian widths

and estimated the minimum cut-offs (Ymin) using the minimum KS-distance between synthetic

and modeled distribution (Figure 6.9b). Following this method, the theoretical prediction of the

Gaussian uncertainty for a power-law with lower cut-off Ymin = 0.7 convolved with a normal dis-

tribution is σ = 1.4–2 mm depending on the power-law exponent. These values are in approximate

agreement with AE location errors (σ ≈ 1.7 mm) estimated for known sensor locations that were
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Figure 6.8: Observed (blue circles) and synthetic distributions (colored markers) computed from power-laws
with Gaussian uncertainty. The best-fit synthetic distribution was estimated by minimizing the KS-distance
between the different distributions (inset).
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Sample γ γ∗ p-value α NAE NAE/s

LR1-LP 3.11±0.15 2.85±0.15 0.14 1.57±0.05 1978 0.14
HR2-LP 2.56±0.10 2.42±0.10 0.11 1.93±0.05 3787 0.33
HR1-LP 2.74±0.17 2.56±0.17 0.64 1.92±0.06 2073 0.67
HR1-IP 2.55±0.12 2.42±0.12 0.36 1.92±0.06 1268 0.01
HR1-HP 2.48±0.06 2.36±0.06 0.53 1.92±0.06 10907 1.63

Table 6.2: Results of off-fault activity and roughness analysis for all experiments. γ - observed off-fault
activity exponent, γ∗ - off-fault activity exponent corrected for Gaussian uncertainty, p-value - goodness-of-
fit, α - roughness exponent, NAE - total number of observed AE events, NAE/s - AE-rate per second.

used as active sources.

Assuming that the width of the Gaussian remains constant for all experiments, which is sup-

ported by constant array sensitivity, we could also test the influence of the normal distribution on

the observed power-law exponents (Figure 6.9a). As previously noted, the observed power-law

exponent (γ) was slightly higher than the true power-law exponent (γ∗) due to the presence of

Gaussian uncertainty. The computed synthetic distributions suggest an approximately linear rela-

tionship between γ and γ∗, enabling a simple correction of the observed exponents. This correction

is slightly larger for higher exponents whereas small exponents are less influenced by the Gaussian

uncertainty and consequently deviate less from the true value. In the following, we will use the

value of the power-law exponent corrected for Gaussian uncertainty of hypocenter locations (see

Table 6.2 for both γ and γ∗).

We estimated the goodness-of-fit for the observed power-law exponent resulting in p-values

between 0.11–0.64. This supports that a power-law is a valid hypothesis for the observed dis-

tributions since none of the power-law fits can be rejected at the chosen confidence level. The

computed p-values are related to the extent of the power-law, which is seen at both the degree of

linearity of cumulative distributions (Figure 6.5) and the stability of γ-values as function of Ymin

(Figure 6.6). For example, experiment HR2-LP depicts a comparably low p-value (0.11) and cor-

responding larger fluctuations in γ as function of Ymin, whereas HR1-LP showed a higher p-value

(0.64) and stable values of γ above Ymin. The computed p-values are somewhat sensitive to the

number of samples within the observed distributions especially in case of very small sample-sizes

which can lead to an unrealistic inflation of p-values (Clauset et al., 2009). A combination of the

here proposed measures can largely prevent miss-interpretations of p-values, and should generally

be applied to seismicity fall-off studies.
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Figure 6.9: Changes in power-law parameters due to the presence of Gaussian uncertainty. a): Connection
between true (γ∗) and observed (γ) power-law exponent assuming constant Ymin and σ. b): Influence of σ
on Ymin. For our experiments a value of Ymin = 0.7 suggests a hypocentral uncertainty between 1.4–2.0 mm.
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Figure 6.10: Increasing surface roughness results in decreasing off-fault activity exponents. Rough faults
(HR2-LP and HR1-LP) are highlighted by a dark circle to the right and the smooth fault (LR1-LP) is located
at the upper left. The labels next to the markers correspond to the abrasive mesh-size used for initial surface
preparation. Grey lines show the theoretical prediction of a connection between roughness and off-fault
activity. The corresponding equations are depicted above the gray lines.

6.5.5 Roughness and off-fault AE distributions

We now test the initial hypothesis that seismic off-fault activity is connected to the fractal roughness

of a slip surface. Figure 6.10 shows the off-fault activity exponents as function of Hurst exponent.

The smooth fault is connected to a higher γ value while the Hurst exponent is substantially lower,

which is in agreement with the hypothesis. The two rough surfaces, which exhibited a similar

value of H, showed slightly different values of γ but both were substantially lower than the value

for the smooth surface. The model in Dieterich and Smith (2009) suggests that the Hurst exponent

should be linearly related to the off-fault activity exponent, γ in 2-D (Eq. 6.2). We included this

relationship in Figure 6.10. Our results support a similar linear relationship, however, with a

different regression intercept. Thus, a relationship of the form: γ = 3 − H describes our data
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better. This discrepancy is likely due to the difference in geometric dimensions between model

and laboratory fault zones, which results in a variation of the spatial extent of stress perturbations

(see Discussion for details).

6.5.6 Normal stress and off-fault AE distributions

Considering the difference in off-fault activity exponents between HR2-LP (γ = 2.56) and HR1-LP

(γ = 2.74) at similar initial roughness, other mechanisms appear to influence γ as well. In the

context of the current experimental series, a variation in fault stresses is a likely candidate that

may change the off-fault activity. We investigated the influence of different normal stresses by

conducting three experiments with the same initial roughness (α = 1.92) but different confining

pressures. Starting with experiment HR1-LP (Pc = 120 MPa), we increased the confining pressure

to Pc = 133 MPa for experiment HR1-IP, and Pc = 150 MPa for experiment HR1-HP. The power-

law exponent of the off-fault activity changed with increasing confining pressures from 2.74 to

2.55 and 2.48 (Figure 6.11). The respective goodness-of-fit values (p-values) can be found in

Table 6.2.

The power-law exponents decrease in an approximately linear fashion with increasing nor-

mal stresses (Figure 6.12). This indicates that faults under higher normal stresses can appear

’seismically rougher’, in the sense that relatively more of the seismic activity is located at larger

distances from the slip surfaces (see inset in Figure 6.11), and the off-fault activity exponents

become smaller. The rate of change in γ due to the observed range of normal stress increase

(∼ 4 · 10−3 MPa) can also account for the difference in γ between HR2-LP and HR1-LP (∆γ ∼ 0.18)

due to a change in normal stress of ∆σn = 44 MPa. These considerations are under the assumption

of a simple linear relationship between increasing normal stresses and γ. More complex inter-

actions between fault roughness and stress state may also result in a more complex relationship

between these quantities and the off-fault activity exponents (see Discussion).

6.6 Discussion

6.6.1 Influence of roughness on seismic off-fault activity

Our results are in agreement with theoretical predictions of a connection between surface rough-

ness and the rate of stress relaxation with increasing fault-normal distance (Dieterich and Smith,
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Figure 6.11: Influence of confining pressure on seismic off-fault distribution and maximum AE event distance
from the fault axis a): Cumulative distribution of AE events as function of distance from the slip surface for
3 experiments with different confining pressure (HR1-LP: Pc = 120 MPa, HR1-IP: Pc = 133 MPa, HR1-HP:
Pc = 150 MPa) but same initial roughness. b): Maximum distance of the furthest off-fault events. Here, we
used the average distance of the furthest 50 AE events in millimeter to diminish the influence of individual
outliers.
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Figure 6.12: Increasing normal stresses lead to a decease in the off-fault activity exponent (γ). The three
markers correspond to three experiments conducted at different confining pressures.

2009). While these stresses could not be measured directly, the observed AE event distributions

and post-experimental thin-sections (see Figure 6.4a) are a good indicator for a stress release in

form of brittle micro-cracking and associated seismic energy release. Fault roughness and con-

nected geometric interaction at irregularities are likely involved in the creation of pervasive off-

fault damage out to distances of ∼10–20 mm. This process can, in addition to dynamic ruptures,

play an important role in the creation of damage zones in the vicinity of natural faults (Dieterich

and Smith, 2009). Laboratory experiments (e.g. Zang et al., 2000; Janssen et al., 2001) and geo-

logic observations of natural faults indicate that fault wall-damage zones show crack densities that

decrease exponentially, or as a power-law, with distance from the fault (e.g. Anders and Wiltschko,

1994; Mitchell and Faulkner, 2009; Savage and Brodsky, 2011). This type of damage is likely re-

lated to high strain at a propagating rupture tip and deformation around the fault as slip increases

(e.g. Kim et al., 2004; Griffith et al., 2009; Xu and Ben-Zion, 2013). The here discussed off-fault

damage would predominantly be created during interseismic periods on rough faults and back-

ground stresses close to the critical stress. Within the scope of the current experimental series, we

did not observe a systematic connection between the maximum range of the off-fault power-law

and the outer length-scale of the fractal fault geometry, as hypothesized by Dieterich and Smith

(2009). This may be due to limited ranges of wavelengths over which the roughness of our sur-
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faces can be considered as fractal. Moreover, the AE events at the farthest distance from the fault

axis are likely associated with small-scale sample heterogeneities that radiate seismic energy at

locally-high stresses. This is especially visible for smooth faults with comparably localized AE ac-

tivity, e.g., LR1-LP which produced AE activity that was higher than predicted from a power-law at

large distances to the slip surface. For rougher faults, finite sample sizes may additionally influence

the distribution at large distances (Yf & 20 mm).

We tested a proposed theoretical model that suggests a linear relation between fractal rough-

ness and off-fault activity decay exponent, implying that rougher faults exhibit increased spatial

extents of significant off-fault stresses (Dieterich and Smith, 2009). This model and observations

of actual seismicity led Powers and Jordan (2010) to posit that the relationship between off-fault

activity exponent and fault roughness goes roughly as γ = 2 − H, where H is the Hurst exponent

characterizing fault roughness. This scaling was based on the assumption that the 2-D approxi-

mation of Dieterich and Smith (2009) model holds approximately also in 3-D. Instead, our results

suggest a scaling closer to the form γ = 3 − H for fractally-rough surfaces in 3-D, and this would

also explain some of the larger off-fault activity exponents found in Powers and Jordan (2010).

The faster decay of off-fault stresses with fault-normal-distance in 3-D is consistent with the infer-

ence that stress should decay with distance (r) from asperities as 1/r3 in 3-D as opposed to 1/r2

in 2-D. Consequently, we use a more general form for the relationship between roughness and

off-fault activity:

γ = cg − H, (6.6)

where cg is the geometric dimension (see e.g. Mandelbrot, 1982; Turcotte, 1997).

6.6.2 Influence of normal stress and contact size distributions

In addition to the described influence of fault roughness, fault-normal stress was observed to

change the decay-rate of off-fault seismicity. Within the range of the here observed stresses, the

normal stress showed an approximately linear relationship with γ, so that at higher stresses, a

larger proportion of AEs occurred at increased fault-normal distances. Higher stress levels were

also connected to an increase in the maximum distance of AEs (Ymax) from the fault axis.

The connection between roughness and fault stresses, and the resulting seismic event distribu-

tions is generally complex. Stress variations and the frequency-size distributions of seismic events
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have been investigated for fractally-rough faults (Huang and Turcotte, 1988). The authors com-

puted random 2-D fractal surfaces to simulate combined stress-strength distributions on faults with

different roughness exponents. They showed that the frequency-size distributions of seismic events

follow a power-law with an exponent (b-value) that is inversely proportional to the ambient stress

level. Besides the correlation with stress, their model predicts a dependence of b-values on the

fractal dimension of the initial stress-strength distributions.

Moreover, the normal stress distribution on a fault is strongly dependent on the amount and

size of contacts. The scaling of these stress distributions (Hœ) is suggested to be related to the

initial fractal roughness (Hr) over: Hœ = Hr − 1 (Hansen et al., 2000), for surfaces that are

perfectly mated. This relationship is strongly dependent on the ratio of effective contact area to

total fault area so that the corresponding scaling of Hœ changes in a non self-similar fashion during

contact area increases with larger normal stresses (Schmittbuhl et al., 2006). The here tested

model (Dieterich and Smith, 2009) does not account for the changes in the amount of effective

surface area. Previous experiments on analog materials revealed that contact area increases with

larger fault-normal stress and that the corresponding contact size distributions exhibit smaller

scaling exponents for some materials, e.g., acrylic and glass (Dieterich and Kilgore, 1996). Lower

scaling exponents are connected to an increase in the proportion of large contacts which is in

agreement with our results, assuming a direct connection between the spatial extent of off-fault

stress relaxation and on-fault asperity-size distributions. Consequently, the growth and coalescence

of asperities is likely responsible for the observed changes in γ at increasing normal stresses.

Furthermore, the model in Dieterich and Smith (2009) does not account for possible size vari-

ations of seismic events that are connected to off-fault stress relaxation. A possible difference in

AE sizes can influence both the off-fault activity exponent and the maximum extent of the distri-

butions. This can be explored theoretically by linking event sizes to relative off-fault stress level

assuming constant strength and experimentally by studying b-value variations as function of fault-

normal distance. The latter requires very large AE catalogs, due to the power-law decay with

distance from the slip surface which are not available within the scope of current experimental

series.

For a more comprehensive understanding of underlying mechanisms of seismicity variations,

a model that elucidates the influence of fractal roughness and stress changes on both off-fault

activity and b-value is desirable.
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Figure 6.13: Off-fault activity profiles show similar characteristics in laboratory and nature. a): AE event
density as function of fault-normal distance for a planar fault with predefined roughness. Ymin is the minimum
power-law cut-off which is controlled by the hypocentral uncertainty. b): Seismic event density profile for the
Parkfield section of the San Andreas fault (modified after Powers and Jordan (2010)). Ymin is related to the
half-width of the fault core. Ymax marks the transition to the background seismicity.

6.6.3 Understanding off-fault density distributions of natural seismicity

The observed across-fault AE activity profiles show strong similarities to observations of natural

seismicity (Figure 6.13). In both cases, we observe an initial flat part of the distributions which

is connected to constant AE density. The natural seismicity profiles are characterized by an inner

(Ymin) and outer scale (Ymax), as well as a power-law fall-off that can be described by an exponent

(γ). At large fault-normal distances (Y > Ymax), one can observe a transition from power-law

decay to the seismic background activity. The inner scale may indicate the half width of the inner

fault zone or fault core (Powers and Jordan, 2010). Our experiments highlight that the inner

scale is also strongly influenced by hypocentral uncertainties which may lead to an inflation of

the inferred fault zone width. The outer scale is not resolvable in our experiments due to limited

sample dimensions. Our range of off-fault activity exponents (2.36–2.85) is within the upper

range of those observed for Californian faults. The corresponding faults are considered mature

faults with large cumulative offsets, comparably low complexity and increased smoothness. This

indicates that mature faults can possibly be simulated in the laboratory by planar surfaces with

little to no large-wavelength roughness. Young faults are suggested to have substantially lower

values of γ indicating high fault complexity and roughness (Powers and Jordan, 2010).
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6.7 Conclusion

We conducted two sets of frictional sliding experiments on Westerly granite samples with prede-

fined, initial roughness. The first set was conducted at constant confining pressure and different

initial surface preparation revealing a correlation between surface roughness and seismic off-fault

activity. Analogous to observations of natural seismicity, the seismic off-fault activity in our labo-

ratory experiments can be described by a power-law. We show that the corresponding exponent is

related to roughness so that γ = 3 − H, where H is the Hurst exponent.

We conducted a second set of experiments at constant roughness revealing an approximately

linear dependence of γ on normal stress. The combined influence of normal stress and roughness

can explain the observed off-fault activity for all experiments. Our results substantiate previous

findings suggesting a linear relationship between off-fault activity and roughness (Dieterich and

Smith, 2009; Powers and Jordan, 2010). They also highlight the importance of the stress state on

the fault in controlling seismicity distributions. For a comprehensive understanding of underlying

mechanism of seismicity distributions the interplay between fault driving stresses and roughness

has to be considered. The direct connection between off-fault seismicity exponents, fault stresses

and roughness potentially allows for a direct mapping of fault zone properties based on micro-

seismicity statistics, thus providing a tool for the understanding of the fault mechanics and local

hazard potential.
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7 Off-fault damage and acoustic emission distributions dur-

ing the evolution of structurally-complex faults over series

of stick-slip events

7.1 Summary

Tectonic faults, which consist of zones of distributed and localized deformation, show structural

complexity at many different scales. Variations in fault structure, e.g. fault roughness, influence

the location and dynamics of large earthquakes as well as the distribution of small seismic events.

In nature, roughness and seismicity distributions can rarely be studied simultaneously. Conse-

quently, little is known about their interplay over successive seismic cycles. Here, we investigate

the connection between fault structure and near-fault distributions of acoustic emission events

over series of stick-slip cycles in the laboratory. We conducted a set of experiments on rough fault

zones that developed from an initial, fracture surface while monitoring stress and seismic activity.

We determined across-fault acoustic emission distributions from high-accuracy hypocenter loca-

tions during individual interslip periods. The characteristics of these distributions were closely

connected to different structural units of the faults. For example, the core deformation zone was

characterized by consistently high seismic activity, whereas the off-fault damage zone displayed a

power-law decay of seismic activity with increasing distance from the fault core. The exponent of

the off-fault power-laws changed systematically with successive stick-slip events so that later inter-

slip periods exhibited higher exponents, i.e., more rapid spatial decay of seismic off-fault activity.

The faster spatial decay and connected localization closer to the slip surfaces is likely an expres-

sion of decreasing fault zone complexity and roughness. Our results indicate a close relationship

between fault structure, stress and seismic off-fault activity. A more extensive mapping of seismic

off-fault activity-decay has the potential to significantly advance the understanding of fault zone

properties including roughness variations and stress-states.

7.2 Introduction

The complexity of strain accumulation along fault systems, which mark the boundaries between

tectonic plates, poses a challenge for the predictability of earthquakes. Earthquake rupture ini-
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tiation and propagation is strongly influenced by the frictional properties and structure of faults.

Faults are zones of high strain within the upper crust, consisting of a fault core surrounded by a

zone of distributed damage (e.g. Caine et al., 1996; Ben-Zion and Sammis, 2003). This damage

zone consists of joints, cracks, pulverized rock, and subsidiary faults over a wide range of length

scales, and the embedded fault core contains a gouge layer, as well as anastomosing principal and

secondary zones of slip localization (e.g. Chester and Logan, 1986; Chester et al., 1993; Faulkner

et al., 2003; Dor et al., 2006; Wibberley et al., 2008; Faulkner et al., 2010). The structure of fault

zones can vary substantially along fault-strike and shows a large dependence on protolith compo-

sition (e.g. Schulz and Evans, 2000; Faulkner et al., 2003). Current models of fault zone structure

suggest that faults are heterogeneous but become less complex with increasing displacements so

that most of the slip on mature faults occurs within zones of highly localized strain (e.g. Chester

et al., 1993; Chester and Chester, 1998; Ben-Zion and Sammis, 2003). This is supported by geo-

logic observations of ’mature’ fault zones in Southern California (e.g. Chester and Chester, 1998;

Rockwell and Ben-Zion, 2007). Fault evolution has additionally been documented by decreasing

numbers of fault step-overs (e.g. Wesnousky, 1988), and decreasing geometric disorder of fault

surfaces traces (Wechsler et al., 2010). These studies generally indicate a continuous evolution

toward less complexity even after large amounts of slip (1–300 km) have been accumulated. This

is in agreement with results from seismicity inferred fault smoothing which appears to be active

at displacements of up to ∼ 300 km (Powers and Jordan, 2010). Other studies, however, exam-

ined roughness of exhumed fault surfaces showing that large off-set faults remain in a state of

consistent complexity (Sagy et al., 2007; Candela et al., 2012), possibly due to decreasing rates of

abrasional smoothing caused by gouge lubrication (Brodsky et al., 2011) or rupture related fault

re-roughening (Bhat et al., 2004; Klinger, 2010).

The documentation of fault evolution is vital for the understanding of many upper crustal

processes. For example, fault roughness influences the characteristics of strain release during

fault slip including slip distributions, stress drops and off-fault stresses (Power and Tullis, 1995;

Dieterich and Smith, 2009; Candela et al., 2011a,b; Dunham et al., 2011). Moreover, the degree

of slip localization and roughness reduction of evolving fault zones governs many fault processes

including a fault’s hydrology, fault zone growth, earthquake-rupture dynamics and the near-fault

distribution of seismic events (e.g. Ben-Zion and Sammis, 2003; Wibberley et al., 2008; Faulkner

et al., 2010; Powers and Jordan, 2010). Similarly, the geometry of systems of faults controls
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local earthquake interactions and seismicity clustering. Models that include these fault-system-

induced interactions can produce seismicity characteristics similar to regional observations and

replicate observed statistical relations of natural seismicity, including aftershock clustering (e.g.

Ward, 2000; Rundle et al., 2004; Dieterich and Richards-Dinger, 2010). Consequently, a more

detailed understanding of fault evolution and its controls on seismic event distribution is essential,

not least, for seismic hazard assessment.

Geologic observations of fault zone structure are commonly limited to inactive, exhumed fault

branches, so that an investigation of fault structure, fault evolution and associated variations in

seismicity distributions is not straightforward. To overcome these limitations, we study fault evo-

lution and seismic event distributions on complex fault zones in analog experiments under upper

crustal stress-conditions. We present results from series of stick-slip experiments on laboratory-

created fault zones during which we document stress, strain and seismic activity as well as post-

experimental fault structures. In a previous study (Goebel et al., 2013b), we tested the connection

between roughness and seismic off-fault distributions on planar surfaces with pre-defined rough-

ness showing that the off-fault activity can be described by a power-law which is controlled by

fault roughness and normal stress. We extend this study through the creation of series of stick-slip

events on structurally complex fault zones that developed from incipient fracture surfaces. Our

experiments are designed to mimic structural complexity and stress conditions characteristic for

upper-crustal faulting processes. The current study is divided into three parts: Initially, we ana-

lyze the characteristics of fault-normal distributions of acoustic emissions. We then investigate the

corresponding changes with successive stick-slip events and possible evidence for fault evolution.

Lastly, we examine the connection between different structural units, variations in normal stress

and across-fault activity profiles.

7.3 Data and Method

We show results from four frictional sliding experiments (WG04, WG05, WG07, and WG08) on

Westerly granite surfaces, loaded under triaxial compression. Prior to loading, the rock samples

were prepared with saw-cut notches at a 30° angle to the loading axis to concentrate deformation

toward the center of the samples. Initially, we fractured the intact part between the notches. We

then increased the confining pressure to lock the faults and loaded the samples axially resulting
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Sample lRS σdiff Uz σn τ
[cm] [MPa] [mm] [MPa] [MPa]

WG04 5.0±0.15 365±6 3.0±0.003 261±6 198±6

WG05 4.2±0.15 296±6 4.1±0.003 372±6 276±6

WG07 3.7±0.15 293±6 4.3±0.003 237±6 170±6

WG08 3.0±0.15 288±6 3.7±0.003 280±6 224±6

Table 7.1: Mechanical data and loading conditions of the four presented experiments. The length of the
saw-cut notches increased from WG04 to WG08 which led to a reduction of the length of the rough, surface
area. Initially, samples were fractured at Pc = 75 MPa and then reloaded at 150 MPa. lRS: approximate
length of the rough fracture surface, σdiff: maximal differential stress during sliding, Uz: maximum vertical
displacement of loading piston, σn: normal stress, and τ: shear stress. σn and τ were corrected for notch
length and change in fault area due to slip (see text for details).

in series of stick-slip events (see Goebel et al. (2013c) for more details about sample geometry

and loading). The current study focuses on results from the stick-slip sliding phase of these exper-

iments. This phase was generally conducted at a constant axial displacement rate (20 µm/min,

and corresponding strain-rate ǫ̇ ∼ 3 · 10−6 s−1) and constant confining pressure (Pc = 150 MPa).

Changes in differential stress were determined from the measurements of an external load cell.

Fault normal stresses were computed under consideration of changing fault geometries, i.e., we

corrected for different notch depths and changes in effective fault surface area due to slip (Scott

et al., 1994; Tembe et al., 2010). A summary of loading conditions, sample geometry and stresses

can be found in Table 7.1.

The deformation along the complex laboratory-created fault zones was connected to a high

acoustic emission (AE) activity. To document the AE activity, we employed a high-speed (10 MHz

sampling frequency) and accuracy (16 bits amplitude resolution) data acquisition system (Stan-

chits et al., 2006). AE events were recorded using a miniature seismic-array, consisting of 16,

one-component, piezo-electric transducers. AE event locations were determined from travel-time

inversions of automatically picked first arrival times. The location-uncertainty of AE hypocenters

was estimated at 1–4 mm, depending on the proximity of an event to the limits of seismic array

coverage. The total number of located AEs varied between 34,141 and 97,847 for the different

experiments (see Goebel et al. (2013c) for details).

For the analysis of AE distributions as function of fault normal distances, we largely follow

Goebel et al. (2013b). Initially, we project the recorded AE hypocenters into a best-fit fault coordi-

nate system. We then stack the AE activity from both sides of the fault while ensuring the symmetry
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of across-fault activity profiles (see below for details) and determine AE density distributions as

function of fault normal distances, analogous to Hauksson (2010) and Powers and Jordan (2010).

The off-fault density distributions could be described by a power-law with an exponent that was

determined by the maximum likelihood method (e.g. Newman, 2005; Clauset et al., 2009). The

corresponding minimum bound of the power-law was estimated through maximizing the fit be-

tween observed distributions and modeled power-law behavior. Here, we used the Kolomogorov-

Smirnov distances, i.e., the maximum distance between two (observed and modeled) cumulative

distributions, as a measure of goodness-of-fit. A more detailed description of the here employed

tests for power-law behavior and corresponding parameter estimates can be found in Goebel et al.

(2013b).

7.4 Results

Stick-slip type fault motion, which is characterized by increasing stress during interslip periods and

abrupt stress drops due to fault slip, is considered a close, laboratory analog to natural earthquake

behavior (Brace and Byerlee, 1966). We strove to mimic the natural faulting process through

creating series of stick-slip on structurally complex fault zones allowing for abrupt earthquake-like

stress release and fault evolution over several seismic cycles. As a consequence, the differential

stress-curves during our experiments were generally characterized by: (1) gradual increases which

were linear at first and progressively deviated from linearity at elevated stresses close to failure and

(2) sudden stress drops with magnitudes ranging from 4–220 MPa. We observed two predominant

populations of stress drops, i.e., large stress drop (LSD) events with magnitudes from 118–220 MPa

and small stress drop (SSD) events with magnitudes from 4–65 MPa. In contrast to naturally-

fractured surfaces , tests on planar, saw-cut surfaces (Goebel et al., 2013b) resulted in single stress

drop events for individual stick-slip cycles and the described complexity in both stress curves and

fault structures was absent. Thus, the two types of stress drop events, which occurred at similar

stress level (Figure 7.1), are likely associated with fault structural complexity.

Besides variations in fault stresses, we investigate changes in AE densities as function of fault

normal distance with successive stick-slip events. To this end, we separate the initial AE record into

event populations associated with individual stick-slip cycles (see Figure 7.1). The period between

successive stick-slip events will be referred to as interslip periods (ISPs) in the following. To
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Figure 7.1: Loading curve for experiment WG04 which resulted in three large stress drop (LSD) and five
small stress drop (SSD) events. The extend of the interslip periods (ISPs) between LSD events is indicated by
black arrows at the bottom of the figure.

investigate the connection between AE event occurrences and fault structure during stress increase,

we excluded AE events that occurred in close temporal proximity to stress drop events from the

analysis. These type of events were characterized by a pronounced aftershock-like rate-decay with

increasing times from stress drop onsets (Goebel et al., 2012, 2013d).

Initially, we will discuss the changes in across fault AE distributions with successive stick-slips

using experiment WG04 as an example. We will then show results form the other experiments and

highlight general trends.

7.4.1 Acoustic emission hypocenter locations

AE event populations during frictional sliding experiments provide insight into the stress state

on faults and fault segments. AE hypocenters can also highlight fault orientation and structure.

Figure 7.2 shows AE event locations during the three ISPs of experiment WG04, displayed in a

best-fit fault coordinate system. AE events generally outline the orientation and width of a zone

of high strain and brittle deformation, i.e., the fault zone that developed from an initial fracture
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surface. Most of the deformation is localized within a plane connecting the two saw-cut notches

which were introduced prior to the experiment. Furthermore, AE activity indicates some degree

of fault curvature and variable fault zone widths between 10 to 20 mm. Besides the near-fault

AE activity, we also observed AE events that were connected to secondary faulting, and more

distributed activity at larger distances from the fault axis. The highest AE activity was observed

during the first ISP whereas later ISPs showed less activity and more pronounced AE clustering in

different areas of the fault.

7.4.2 Acoustic emission across-fault activity

To understand changes in fault structure, we investigate the distribution of AE events as function

of fault normal distance. In case of a direct connection between fault structural evolution and

AE activity, we expect to observe a systematic change in AE distributions with successive stick-

slip events. Figure 7.3 shows histograms of AE distributions with fault normal distance (Yf) for

different ISP events during experiment WG04. The largest activity is generally located at the center

of the fault zone and decreases with larger distance from the fault axis. Again, we observe evidence

for secondary faulting highlighted by a local maximum of AE event numbers at Yf = 13 mm. The

AE activity associated with secondary faulting decreased with successive stick-slip events.

The AE activity histograms (Figure 7.3 left) are influenced by fault curvature which led to an

artificial broadening of the zone of high AE activity. We removed the influence of long wavelength

curvature by shifting individual segments of across-fault activity profiles. To this aim, we estimated

the fault-perpendicular shift required to maximize the symmetry of activity profiles for segments

that were binned every 5 mm. The symmetry between the two sides of the fault was determined

through comparing the corresponding cumulative distributions and the maximum Kolomogorov-

Smirnov distance (KS-distance). The center of a particular profile, which is the point of maximum

symmetry, is found by minimizing the KS-distance of the shifted profiles. Expectedly, the his-

tograms with removed fault curvatures (Figure 7.3 right) showed narrower distributions as well

as a better alignment around the fault axis. The previous characteristics of activity distributions,

e.g., secondary faulting and activity decay with distance, were largely conserved.

To quantify the AE hypocenter distributions, we computed the density of AEs as function of

fault normal distance during individual ISPs. AE densities were determined by sampling a con-

stant number of nearest-neighbor events with respect to their distance from the fault axis, and

130



AES, FAULTS & SEISMIC CYCLES 7 OFF-FAULT AES & FAULT EVOLUTION

Figure 7.2: AE hypocenters of experiment WG04 projected into a best-fit fault coordinate system and viewed
in a plane parallel (left column) and perpendicular to the fault. The fault perpendicular views show AE events
along the longer (center column), and the shorter fault axis (right column) which has the same extent as the
sample diameter. The three different frames mark three different interslip periods from top to bottom (labeled
from ISP1–ISP3 analogous to Figure 7.1). The markers are colored according to magnitude, and the extent
of the saw-cut notches is indicated by gray, dashed lines
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Figure 7.3: Histogram of AE activity as function of fault normal distance for all three ISPs of experiment
WG04, before (left) and after (right) correcting the profiles for fault curvature.

computing the corresponding area covered by each sample (Silverman, 1986). The resulting val-

ues were then normalized by effective fault area and ISP duration. The so determined AE density

distributions depict areas of constant AE activity as approximately constant values whereas AE

activity-decays can be identified by decreasing densities. Possible power-law activity-decrease is

displayed by a linear trend between density and fault normal distance on logarithmic scales. The

initial ISP of experiment WG04 showed a plateau of AE density close to the fault axis out to a dis-

tance of about 2 mm (Figure 7.4 top). This was followed by a roll-off region between 2–2.7 mm,

and a power-law decay out to distances of Yf ∼ 7 mm. The previously observed secondary AE-

activity was also visible but did not influence the power-law slopes close to the fault. This was

scrutinized by computing power-law exponents without AEs of the region of secondary cracking.

The exponents of the power-law, which were estimated by the maximum likelihood method (e.g.

Clauset et al., 2009), decreased systematically with successive stick-slip events (γ = 2.67± 0.05 for

ISP 1, γ = 3.31 ± 0.1 for ISP 2, and γ = 3.6 ± 0.08 for ISP 3, Figure 7.4) indicating the occurrence

of a relatively larger proportion of AEs close to the fault and a more rapid density decay during

later ISPs.

To investigate the variations in AE density distributions in more detail, we computed different

values of the power-law exponent, γ∗, for varying minimum power-law cut-offs, Y∗
min (Figure

7.4 insets). In case of power-law distributed data, we expect to observe a rapid increase in γ∗

below Ymin, followed by a largely constant value over the extend of the power-law and larger

fluctuations in the distribution’s tail. The corresponding standard deviation of γ∗, computed within
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a sliding Y∗
min-window (see black dots within the insets of Figure 7.4), is expected to show a

minimum close to Ymin and remain close to its minimum value over the region of constant γ∗.

The insets in Figure 7.4 largely confirm this expectation, and underline the previous trend of

increasing γ with successive stick-slips as well as a slight extension of the power-law range. Ymin

increased systematically with successive stick-slip events from 2.7 for ISP 1 to 4 for ISP 2, and 5.3

for ISP 3. The uncertainties in γ are generally smaller, compared to uncertainties in Ymin which

may contains large errors depending on the character of the roll-off region. Consequently, we

estimate uncertainties in Ymin up to ∼ 0.5 mm. The lower bound is an important parameter in

distinguishing the power-law distributed, off-fault activity, and the ’on-fault’ activity which consists

of the regions of constant AE density and the roll-off region. In the following, we will refer to AE

events that occurred at fault normal distances above Ymin as off-fault activity.

7.4.3 Changes in off-fault activity exponents with successive stick-slip events

We scrutinized if the observed trend of decreasing off-fault activity exponents can be observed for

all four experiments. Figure 7.5 shows the changes in γ as function of ISPs for all experiments.

Experiments WG04, WG07, and WG08, display a similar relative trend in γ, i.e., comparably

low values at the beginning, followed by an increase over the next 1–3 ISPs. WG05, WG07 and

WG08 approached an approximately constant value for the latter ISPs. This is indicated by the

solid lines in Figure 7.5 which mark the average value of γ for ISPs above 1. We observed a

substantial difference in the average value of γ between the experiments. The lowest values of γ

was connected to experiment WG05. For this experiment, γ also deviated from the previous trend

of initial increasing power-law exponents. In the following, we investigate this behavior in more

detail by comparing experiment WG05 and WG07, which exhibited similar initial sample geometry

(i.e. length of saw-cut notches) and experienced similar loading stresses.

In spite of similar initial sample geometry, the natural fracture process of the intact part be-

tween the end of the notches can result in different fault geometry and orientation. If this is the

case, these differences should also be detectable through mapping the principal orientation of AE

hypocenter populations. In the following, we assume that AE event populations of individual ISPs

highlight the regions of largest strain accumulation and the principle slip surfaces within the fault

zone. Shifts in the AE hypocenter locations can thus be used to infer a variation of principle slip

surface orientation and the connected stress state of the fault. To understand the stress state on
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Figure 7.4: AE event density as function of fault normal distance for the three ISPs of experiment WG04.
Power-law exponents are displayed in the upper right of each frame and minimum bounds of the power-law
behavior are marked directly on the curves. The insets highlight the changes in γ for different values of Ymin.
The estimated values of Ymin and γ are highlighted by a black and a colored, dashed line in the insets.
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Figure 7.5: Changes in off-fault activity exponent (γ) with successive stick-slip events. Markers are colored
according to the different experiments. The horizontal lines represent the average value of γ for the later
ISPs (excluding the first ISP). The shaded area around these lines is the corresponding standard deviation.
γ changed rapidly during the initial ISPs and then approaches similar values for later ISPs.
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the fault, we are mainly interested in the angle between the principle slip surfaces inferred from

the dominant orientation of AE hypocenters, and the loading axis. This angle, which, besides the

applied loading stresses, is the primary control on fault stresses, will be referred to as the fault

angle, or µf, in the following.

The comparison between WG05 and WG07 revealed a substantial difference in µf between

the two experiments (Figure 7.6). For experiment WG05, the best-fit fault coordinate system was

oriented at ≈ 40° angle during the initial ISP. This angle decreased systematically with successive

stick-slip events down to µf ≈ 35° during the last ISP. Experiment WG07, on the other hand,

showed an approximately constant fault orientation of ≈ 27°. In addition to the change in µf,

there was a visible difference in the amount of off-fault activity between WG05 and WG07 so

that WG05 showed substantially higher AE activity at larger distances from the fault surface. This

difference is also supported by the previously described average values of γ.

To further test for possible differences in fault orientation, fault structure, and changes in prin-

ciple slip surfaces between WG05 and WG07, we analyze post-experimental computer tomography

(CT) images (Figure 7.7). The CT-images generally depict the cumulative damage creation as a

result of sample fracture and subsequent stick-slip events. The CT-scans reveal slightly larger fault

angles of WG05 compared to WG07. Furthermore, we observed a comparably broad zone of

high crack-density for experiment WG05 whereas WG07 exhibited a more localized damage-zone

(Figure 7.7 insets). To compare these results to our prior estimates of µf, we highlighted the cor-

responding angles in both CT-images. The damage-zone orientation and width within the CT-scan

of experiment WG05 make it plausible that the principle slip surface could have migrated from

40° to 35° during a series of stick-slip events. The damage-zone width of WG07, on the other

hand, is comparably narrow, underlining the more pronounced stability of principal slip surface

orientations and µf. Our estimate of µf based on AE hypocenters about one degree lower than

expected from CT-images, but is in agreement with a plausible range of µf = 27°–30° based on

the observed width of the fault zone in CT-images. Due to the cumulative character of the damage

within the CT-images a precise estimation of the fault angles for each ISP is not possible. Neverthe-

less, the slightly larger angle between fault and loading axis for experiment WG05 together with

the broader damage zone support the previously suggested differences in µf between WG05 and

WG07.

Figure 7.8 provides an overview of the angles between vertical loading axis and slip zones,

136



AES, FAULTS & SEISMIC CYCLES 7 OFF-FAULT AES & FAULT EVOLUTION

Figure 7.6: Changes in fault orientation inferred from AE populations for experiment WG05 (left) and WG07
(right). The marker colors correspond to AE events recorded during the individual ISPs of an experiment.
Fault angles are highlighted by colored arrows between loading axis and AE locations. WG05 showed rel-
atively larger fault angles which decreased with successive stick-slip events whereas WG07 showed an ap-
proximately constant value of 27°. WG07 shows evidence for AE activity that is related to secondary faulting
below the end of the upper notch (area of dark, green AE event population).
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Figure 7.7: Fault structure and orientation in post-experimental computer tomography scans of WG05 (left)
and WG07 (right). The fault angles are highlighted by solid green and orange lines. For a comparison, we
also highlighted a 35° angle for WG07 by an orange, dashed line. The insets show the original fault structure
without marked fault angles.

inferred from AE hypocenter populations. Generally, the values of µf varied between 27° and

30°, except for experiment WG05 for which µf decreased from 40° to 35° within the scope of the

corresponding stick-slip series.

7.4.4 Changes in off-fault activity exponent with normal stress

Based on the previously described variations in fault angle and the relatively large differences in

effective, rough surface area (i.e. the fault area between the pre-cut notches), we also expect

the stress level on the faults to differ between experiments. To investigate the influence of stress

on seismic off-fault activity, we computed shear and normal stresses (see Table 7.1) corrected

for notch lengths and progressing fault displacements and compared them to average off-fault

activity exponents. For the latter, we compiled the AE events of all ISPs and computed AE density

profiles but again excluded events within initial ISPs which showed the strongest deviation from

the average γ value. Generally, we observed higher values of γ for experiments WG04 and WG07

(γ = 3.4 for WG04 and 3.2 for WG07) than for WG05 (γ = 1.8) and WG08 (γ = 2.6) (Figure 7.9).

This is in agreement with the previously estimated values of γ based on averaging over the latter
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Figure 7.8: Changes in fault angle (µf) with successive stick-slip events for all four experiments.

ISPs. These values highlight that for WG04 and WG07, there is a relatively larger proportion of

AE activity closer to the fault axis while WG08 and WG05 exhibit larger proportions of AE further

away from the fault. The comparably highest off-fault activity and slowest activity-decay was

observed for experiment WG05.

Table 7.2 presents an overview of off-fault activity exponents, corresponding goodness-of-fit

values (p-values) and the AE rate for individual experiments. The p-value estimates are based

on a comparison of KS-distances between observed distributions and Monte-Carlo resampled, syn-

thetic distributions using the estimated power-law parameters (Clauset et al., 2009). Following

Clauset et al. (2009), we deem the power-law hypothesis to be plausible if the p-value exceeds a

value of 0.1, which is the case for all experiments. In Goebel et al. (2013b), we investigated the

influence of hypocentral uncertainties on power-law parameters of the off-fault activity decay, and

we find a linear increase in both γ and Ymin as function of hypocentral uncertainty, if the latter

follows a normal distribution. The power-law exponent corrected for the influence of location un-

certainty,i.e., γcorr, is also displayed in Table 7.2, assuming an average hypocentral uncertainty of

2 mm.
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Figure 7.9: Changes in seismic off-fault activity for all experiments. AE densities were computed from all
AE events of an experiment, except for events that occurred during the initial ISPs which showed strong
deviations from the average value of γ. Power-law exponents and uncertainties are highlighted in the upper
right of each frame.

Sample γ γave γcorr p-value NAE NAE/s NLSD NSSD

WG04 3.37±0.15 3.45±0.14 3.06±0.14 0.21 17363 4.58 3 5
WG05 1.84±0.10 1.91±0.08 1.84±0.08 0.11 20020 4.24 6 5
WG07 3.19±0.12 3.27±0.04 2.92±0.08 0.18 27797 3.51 6 8
WG08 2.58±0.17 2.54±0.09 2.44±0.08 0.29 17890 2.45 6 5

Table 7.2: Overview of off-fault activity and AE rate for the four experiments. γ: off-fault activity exponent,
γave: average power-law exponent and standard deviation for all ISPs except the initial ISP, γcorr: power-law
exponent corrected for hypocentral uncertainty, p-value: goodness-of-fit of estimated γ-values, computed
by Monte-Carlo resampling, of the modeled distributions and comparing them to the observed distributions
(Clauset et al., 2009). Within the scope of this study, we consider a power-law a valid hypothesis for p-values
above 0.10. NAE: Total number of AE events, NAE/s: Number of AE events per second.
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Figure 7.10: Off-fault activity exponent (γcorr), corrected for hypocentral uncertainty, as function of normal
stress for the four different experiments. We observed an inverse, linear relationship between γcorr and
σn. Pearson’s correlation coefficient, p-value and Spearman’s rank are displayed in the lower left. A linear
regression between γcorr and σn for all individual ISPs (excluding the initial ISPs, see small, shaded markers)
exhibits a correlation coefficient of r = −0.93 (Spearman’s rank = −0.88) which is significant at a 99% level.

Based on the off-fault power-law exponents of compiled AE events for later ISPs, we tested the

connection between variations in γ and the normal stress on the fault (Figure 7.10). We observed

a general trend of lower off-fault activity exponents with increasing stresses so that γ and σn show

a negative, linear relationship. The corresponding Pearson’s correlation coefficient is r = −0.93

(Spearman’s rank = −0.8) which is significant at a 93% level. If we include γ values of individual

ISPs (with ISP ≧ 2), the correlation improves further, yielding a value of r = −0.93 (Spearman’s

rank = −0.88) which is significant at a 99% level. This indicates that increased normal stresses

influence off-fault AE distributions in a systematic way. Larger normal stresses result in a relatively

larger proportion of off-fault activity which can explain the relatively low γ-values of experiment

WG05, which experienced the largest fault stress level and a comparably slow off-fault activity

decrease.
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7.5 Discussion

7.5.1 Relating fault structure and AE density distribution

We find a close connection between the seismic activity across complex, laboratory-created fault

zones and structural characteristics of these faults. The activity profiles could be characterized by a

zone of constant, high AE density close to the principal slip surface, followed by a zone of gradual

decrease and a more rapid activity decay at larger distances which could be described by a power-

law. Within a previous experimental series (Goebel et al., 2013b), we showed that power-law

decay exponents are controlled by both fault roughness and the normal stress on the fault (Goebel

et al., 2013b). Higher normal stresses result in an increase in the proportion of effective contact

area which may increase the surface interlocking, thus, decreasing off-fault stress-relaxation rates

as function of fault-normal distances at load-bearing asperities. The size distributions of these

asperities is self-similar for fractal-rough surfaces (Dieterich and Kilgore, 1996). The roughness

exponent is directly connected to the spatial extend of the off-fault stresses, as well as brittle

failure events which can be described by a power-law with an exponent that is linearly related

to fault roughness (Dieterich and Smith, 2009). Our current observations confirm the power-law

decay of seismic event distributions with increasing fault-normal distances.

In analyzing sets of post-experimental thin-sections, we scrutinized the possible fault structural

equivalents for different zones within the AE density profiles (Figure 7.11). The inner zone of high,

constant AE density is connected to high strain and brittle deformation within the fault core which

is characterized by micro-scale clasts and gouge material. Between highly deformed fault core and

host-rock, we observed a transitional damage zone that showed pervasive fracturing and evidence

of local shear deformation. This zone is likely connected to the gradual roll-off in AE density below

Ymin. Here, we did not include a detailed investigation of changes in the minimum bound of the

observed power-law or the characteristics of the roll-off below, which marks the transition to the

area of constant AE density close to the fault axis. Both quantities are rather sensitive to variations

in rotation angle and the centering of the AE activity profiles. Some of our experiments indicate

a continuous broadening of the roll-off zone between power-law activity decay and constant AE

density close to the fault with successive stick-slip events (see Figure 7.4). This could be indication

of a slip-induced broadening of the transitional damage zone between host rock and fault core. A

widening of the damage zone may occur due to wall rock erosion in form of grain fracture and
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plugging and subsequent assimilation into the fault core (e.g. Amitrano and Schmittbuhl, 2002).

7.5.2 Fault smoothing and the influence of normal stress and fault formation history

The present experimental series highlights the role of fault roughness and stress in controlling

the off-fault distribution of AE events. The off-fault activity exponents were characterized by an

initial increase over the first 1–3 ISPs which is likely caused by progressive fault smoothing and

reduction in fault complexity. This is in agreement with a previous study during which we inferred

an initial reduction in fault complexity based on decreasing fractal dimensions of AE hypocenter

distributions (Goebel et al., 2013d). Progressive fault smoothing may also be associated with the

formation of one or more preferred slip surfaces which leads to a localization of slip and seismic

event activity. Zones of localized slip, which formed after as little as 1–3 stick-slip events, were

observed in post-experimental thin-sections (Goebel et al., 2013d). Furthermore, we observed a

reduction in secondary cracking and associated AE activity with successive stick-slip events (see

e.g. Figure 7.3).

While confirming a linear relationship between stress and γ, experiment WG05 deviated from

the previously described trend by exhibiting consistently low γ-values and the initial smoothing

was largely absent. This could be explained by an interplay of fault formation and evolution effects.

The initial fracture surface for this experiment showed a comparably large angle to the loading axis

which changed gradually with successive stick-slip events. This is likely related to changing slip

surface orientations and a more favorable alignment with the principal stresses. Moreover, for

this experiment, we observed a relatively wider damage-zone and large-wavelength anastomosing

crack structures in post-experimental thin-section and CT-scans. The extent of the damage-zone

may be connected to repeated variations of principle slip surface orientations. Thus, a combination

of initial fault zone orientation, structure, and dynamic changes in structure due to stick-slip fault

motion are likely responsible for the observed differences in characteristics of AE distributions.

After the initial fault smoothing process, γ approached a roughly constant value which was

mainly controlled by the stress level on the fault. Within the scope of a previous study (Goebel

et al., 2013b), we observed that increasing fault normal stresses result in a decrease in γ for

experiments on saw-cut surfaces with the same initial roughness but different confining pressures.

We compare these results with values of γ from initial ISPs of the current experimental series

(Figure 7.12). The two sets of experiments can be described by a negative, linear relationship
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Figure 7.11: Connection between fault structure and across-fault AE density profiles. a): Across-fault AE
density displayed on double logarithmic scales (red circles). The fault core is connected to constant AE
density, which is followed by a transition zone over which the AE density decrease gradually and the off-fault
damage zone which is characterized by a power-law decrease in AE density. b): Thin-section of fault core
consisting of highly fractured grains and gouge, and transitional damage zone with highly damaged material
that shows evidence of shear. c): Thin-section of off-fault damage zone. Loose particles and gouge have been
removed.
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Figure 7.12: Compilation of off-fault activity slopes for experiments conducted on saw-cut surfaces with
predefined roughness and saw-cut-guided fracture-surfaces. The black squares represent the saw-cut exper-
iments which exhibited the same initial roughness but different confining pressures (Goebel et al., 2013b).
The colored squares correspond to values of γ during the initial ISPs of the four here described experiments
(marker colors ares the same as in Figure 7.10). Round markers and dashed line are the same as in Figure
7.10. For both types of surfaces, we observe a similar, weak dependence on normal stress during the initial
ISPs (dark solid line represents the corresponding least-squares fit). The γ-values of saw-cut-guided fracture
surfaces show a substantially stronger dependence show a substantially stronger dependence on stress during
latter ISPs (dashed gray line).

between γ and σn (see squares and solid black line in Figure 7.12). This relationship changed

with successive stick-slip events so that later ISPs showed a a stronger correlation between γ and

σn (increase from r = −0.83 to r = −0.93) as well as a larger decrease in γ with increasing

normal stress (dashed line in Figure 7.12, see also Figure 7.10). These results highlight a generic

connection between normal stress and seismic off-fault activity but also show that this connection

is influenced by fault roughness. Our current experimental series suggest that the seismic off-

fault activity-decay close to young, rougher fault surfaces is more strongly controlled by the fault’s

roughness. Mature, smoother faults, on the other hand, exhibit off-fault activities which are more

strongly influenced by the normal stress on the fault.
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7.5.3 Additional influences on AE density distributions: fault angle, minimum power-law

bounds and profile centering

We conducted a sensitivity analysis of the current results focusing on uncertainties in fault angles

(µf), the influence of fault curvature and imprecise centering of AE density profiles. This analysis

revealed that slight variations in fault angles (up to 3°) had little to no influence on γ while gen-

erally leading to a broadening of the zone of constant, high AE density close to the fault axis. We

noticed a larger influence of long wavelength fault curvature and inaccurate profile-centering on

off-fault activity exponents. To reduce these influences and to avoid an inflation of apparent fault

zone width due to fault curvature, we corrected the AE record for fault curvature and recentered

individual profiles to maximize the symmetry of both sides of the fault. Poorly centered profiles

can generally be identified by a lack of constant AE rate close to the fault axis and a density max-

imum that does not coincide with the fault axis. This is a result of stacking profiles from both

sides of the fault which skew the distributions if the profiles were not centered correctly. While the

characteristics of density distributions closer to the fault and the minimum power-law bound were

strongly effected by these procedures, the off-fault activity exponents changed only minorly.

7.5.4 Is fault evolution limited to small displacements?

The here observed initial changes in γ and inferred progressive fault smoothing are in agreement

with results from an analysis of seismicity distributions in California (Powers and Jordan, 2010).

The authors suggest that observed decreases in seismic off-fault activity exponents with increasing

fault displacements are indication for continuous fault smoothing, even at large displacements.

This interpretation is based on a theoretical study by Dieterich and Smith (2009) that highlights a

connection between the spatial extent of off-fault stress relaxation and fault roughness.

While the initial changes in γ indicate fault smoothing with successive stick-slip events, this

process may not be continuous. Within the range of displacements of the current experimental se-

ries, we observed that faults rapidly reached an approximately constant value of γ suggesting that

roughness remained at a stable level thereafter. Similar observations have been made for exhumed

crustal fault zones. Here, the reduction in roughness and extension of damage zone widths are

predominately active within the first 10–100 m of cumulative fault displacements whereas above

only a weak evolutionary signal is observable (Sagy et al., 2007; Savage and Brodsky, 2011; Brod-
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sky et al., 2011). Other studies, however, highlight a continuous reduction in fault complexity,

based on decreasing numbers of fault step-overs (e.g. Wesnousky, 1988) and geometric disorder

(Wechsler et al., 2010), even after hundreds of kilometers. In a recent study, Goebel et al. (2013b)

observed a relationship between Hurst exponent and off-fault seismicity decay exponent of the

form γ = 3− H for a 2-D fractal rough surface. This is in agreement with theoretical results of the

connection between Hurst exponent and fractal dimension of surfaces (e.g. Feder, 1988; Turcotte,

1997). However, most of the off-fault activity exponents of natural seismicity are in the range

between 1 and 2 (Hauksson, 2010; Powers and Jordan, 2010) consistent with the spatial extent of

off-fault stresses around a fractal rough profile in a 2-D medium (γ = 2− H) (Dieterich and Smith,

2009). The apparent difference in the range of power-law exponents between our experiments and

natural seismicity may indicate that the activity decay around natural fault zones is controlled by

additional factors. Processes within natural fault zones are expected to be complex and are active

over a range of scales. In addition to surface smoothing, other evolutionary processes may be

active, expressed, for example, in a reduction of fault step-overs. The additional, geometric com-

plexity of natural fault zones may perturb off-fault stresses and expand seismic off-fault activity.

Moreover, different evolutionary processes may influence seismicity at different scales and over

different periods.

Our results highlight the sensitivity of off-fault event distributions on structure and formation

history. These influences complicate a direct mapping between fault roughness and the off-fault

activity exponent as suggested by Dieterich and Smith (2009) and Powers and Jordan (2010).

Moreover, our experiments highlight the role of increased normal stresses which cause faults to

appear seismically rougher, i.e., they exhibit a slower spatial decay of seismic off-fault activity.

7.6 Conclusion

To investigate the relationship between fault evolution and off-fault seismicity distributions, we

conducted four frictional sliding experiments on rough fault zones that evolved from an initial

fracture surface. The laboratory-created fault structures changed as a result of fault displacement

and series of stick-slip events. We observed a connection between the characteristics of across-fault

AE density profiles and the extend of fault core, transitional damage zone and off-fault damage

zone identified in post-experimental CT-scans. This suggest that the fault-normal distribution of
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seismic events is a valuable tool in describing fault structure and possibly also structural variations

of faults at seismogenic depth.

The distribution of seismic event densities with respect to the fault center decayed as a power-

law outside of the fault core. The power-law exponents increased during the first 1–3 interslip

periods as a result of initial fault smoothing and reduction in fault complexity. After that they

reached approximately constant values. This suggests that fault evolutionary processes are most

active during early stages of fault development. The off-fault activity exponents during later stick-

slips were predominantly controlled by the stress state on the fault and fault evolutionary processes

were strongly diminished. Consequently, in the absence of substantial fault-roughness variations,

the normal stress and off-fault activity exponent are directly connected and exhibit a negative,

linear relationship.

Our result emphasize that fault roughness, stress state, and formation history of a fault are

important parameters that control near fault seismicity distributions. A differentiation between

roughness- and stress-related variations of the spatial distributions of natural seismicity close to

faults in nature, can provide important insights into fault zone properties including the seismic

hazard potential of individual fault segments.
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8 Scaling of laboratory results and minimum earthquake sizes

Laboratory studies have provided invaluable insight into processes that govern the nucleation of

slip instabilities and earthquakes. Nevertheless, the large scale-difference between centimeter-

scale stick-slip events and kilometer-scale earthquake ruptures are challenging for an extrapolation

of laboratory results. The ability to upscale these results generally depends on the physics of the

underlying processes, i.e., if macroscopic behavior originates from microscopic organization, for

example, in a self-similar fashion. This is suggested to be the case for the faulting process in the

laboratory and within the Earth’s crust, which is connected to the growth, coalescence and slip

upon a network of cracks and faults (e.g. Tchalenko, 1970; Allegre et al., 1982; Main et al., 1990;

Meredith et al., 1990; Lockner et al., 1991a,b; Main, 1996; Thompson et al., 2009). Nevertheless,

not all results from laboratory rock mechanics experiments translate directly into natural large

scale faulting processes. An example for the unsuccessful attempt to extrapolate laboratory find-

ings is the dilatancy-diffusion model (see Scholz et al. (1973) and Anderson and Whitcomb (1973)

for details about the model). Based on the observation of sample dilation before rock failure in

laboratory compression tests, a model was formulated that predicted a range of precursory signals

before earthquake ruptures (e.g. Brace et al., 1966; Nur, 1972; Scholz et al., 1973; Nur, 1974).

After initial successes much of the claimed observations of precursors in nature were proven to be

artifacts or did not withstand rigorous statistical testing and up to now, no conclusive evidence for

near-fault dilation has been found (e.g. Allen and Helmberger, 1973; Kanamori and Fuis, 1976;

Lindh et al., 1978; Geller, 1997). This may be caused by the inherent structural and compositional

complexity of natural faults (e.g. Ben-Zion and Sammis, 2003; Wibberley et al., 2008; Faulkner

et al., 2010) which may inhibit processes that are observable during simplistic laboratory experi-

ments.

An example of a successful extrapolation of laboratory observations is the rate-and-state model

that describes frictional behavior of interfaces over a range of scales (Dieterich, 1979; Ruina,

1983). Based on this model a large spectrum of fault behaviors has been explained. Examples

of this include the depth-range of the seismogenic zone, fault creep, effective seismic coupling and

afterslip distributions (e.g. Marone, 1998; Scholz, 1998). The rate-and-state model was developed

based on empirical observations of the response of material interfaces to changes in loading rates,

and has been extrapolated to accelerating slip on faults. This model generally describes the change
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in friction to a step increase in sliding velocity. This change occurs as an immediate transient re-

sponse which is commonly an increase in friction followed by a decrease over a characteristic

distance (i.e. the critical weakening distance Dc) and subsequent stabilization at a new steady-

state friction value (for reviews see Dieterich (1986), Dieterich and Kilgore (1994), Marone (1998)

or Scholz (1998)). Earthquake initiation is considered within the context of a nucleating slip patch

which under certain conditions will grow unstably thereby radiating seismic energy. Generally, this

type of slip event occurs in the laboratory when the frictional strength-decrease ( fs − fd) over the

slip weakening distance (Dc) exceeds the unloading curve of the loading frame which is controlled

by the machine stiffness (K) (Dieterich, 1979):

K < ∆τ/Dc. (8.1)

Here, ∆τ is the change in shear stress which is equivalent to change in frictional strength for

experiments at constant normal stress. On crustal faults, a propagating rupture is driven by the

elastic energy stored in the surrounding lithology, and slip instability occurs if the rate of strength

reduction exceeds the rate of stress reduction (e.g. Dieterich, 1979; Lockner and Beeler, 2002).

The stiffness at the center of a rupture patch can describe a function of its size (r), the shear

modulus (G) and the patch-geometry (Eshelby, 1957; Walsh, 1971):

K =
CG

r
, (8.2)

where C is a geometric constant between 2–3 (Ben-Zion, 2003). The existence of a critical slip-

weakening distance that governs the length scale of this strength-breakdown process also necessi-

tates a minimum rupture-patch-size required for the occurrence of slip instability.

Combining Equ. 8.1 with Equ. 8.2, we obtain following expression for the minimum size for the

process zone of slip instability, i.e., the spatial region of strength reduction due to rupture growth

(e.g. Dieterich, 1979, 1986):

rc =
CGDc

∆τ
=

CGDc

σn( fs − fd)
, (8.3)

where σn is the normal stress and fs and fd are static and dynamic friction. Using laboratory

measured values (G = 25 GPa, Dc = 5 · 10−6 m, and ∆τ = 0.25 MPa yields a minimum size

for a contained slip instability of rc = 0.5 m (Dieterich, 1979). This type of slip instability has
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been observed in biaxial compression tests on large, artificial, laboratory faults (e.g. Okubo and

Dieterich, 1984).

8.1 Frequency magnitude distributions and source scaling relations of min-

ing seismicity

Besides the experiments on laboratory faults, mining induced seismicity provides the opportunity

to scrutinize the existence of a minimum earthquake size as well as bridging the gap between labo-

ratory and natural earthquakes. Based on the analysis of microseismicity in mines, several studies

have claimed that Gutenberg-Richter type frequency-magnitude distributions (FMDs) terminate

below a certain magnitude (e.g. Mmin ∼ 0) (Aki, 1987; Iio, 1991; Richardson and Jordan, 2002).

Based on the apparent break in scaling, Richardson and Jordan (2002) estimated the source di-

mension of the apparent smallest tectonic earthquake, assuming slip on a circular crack:

rc =

(

7Mmin
0

16∆τ

)1/3

, (8.4)

where ∆τ is the shear stress drop. This yields an estimate of rc=10–20 m, using the values

(Mmin ∼ 0.4, G = 36 GPa, Dc = 1.2 × 10−4 m, and ∆τ = 0.3 MPa) listed in Richardson and

Jordan (2002). The authors interpret these results as a difference in source physics and a transi-

tion from shear-dominated, tectonic earthquakes to fracture-dominated events in competent rock.

Other studies, however, suggested that this change in FMD scaling is likely an artifact of catalog

detection limits, rather then being related to earthquake source physics (Boettcher et al., 2009).

Boettcher et al. (2009) show FMDs extending down to Mw = −1.3 and minimum source size of a

complete catalog between 0.3 and 0.7 m. A subsequent study on mining seismicity, recorded with

a higher sensitivity seismic array, reported Gutenberg-Richter type FMDs down to Mw = −4.3

(Kwiatek et al., 2010). The corresponding seismic moment for their magnitude of completeness

is M0 = 4.7 ∗ 102 Nm (M0 = 101.5Mw+9.1 (Hanks and Kanamori, 1979)), the shear stress drops

ranged between ∆τ = 1–10 MPa and corner frequency between fc = 0.8–13.6 kHz. Based on the

values of fc, the source dimension of a circular rupture patch can be estimated using Brune (1970):

r =
2.34β

2π fc
, (8.5)
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where β indicates the corresponding shear wave velocity. Depending on the used velocity model

the range of source sizes in Kwiatek et al. (2010) is between r = 0.08 to 1.3 m. In a follow-

up study, Kwiatek et al. (2011) highlighted that mining-induced seismicity shows, analogous to

natural earthquakes, self-similar scaling of source-parameters over a broad range of magnitudes

(Mw = −4.1 to −0.8), underlining the similarities between tectonic and mining-induced seismic

events.

8.2 Frequency magnitude distributions and source scaling relations in lab-

oratory experiments

The previously summarized studies on mining induced seismicity highlighted interesting similar-

ities in FMDs and source scaling relationships to natural seismicity. The lower end in the FMD

event in Kwiatek et al. (2010) exhibit the approximate dimensions of the largest slip events within

our studies, i.e., linear rupture dimensions of about 8 cm. Based on the fault dimensions and

measured slip during large stress-drop events, we can estimate an approximate seismic moment

for the stick-slip events within our studies:

M0 = GDA, (8.6)

where M0 is the seismic moment, G is the shear modulus and A is the fault area. For an ob-

served range of slip between 0.16 to 0.4 mm and an approximate fault area of A = 0.003m2,

and shear modulus of Westerly granite G = 24.1 GPa, we estimate moment-magnitudes using the

seismic moment-magnitude relationship in Hanks and Kanamori (1979). For the largest stick slip

events, magnitude-ranges are between Mw = −3.3 to −3.0. This is in agreement with results

from Thompson et al. (2006). Thus, the stick-slip events within our experiments are on the same

order of magnitude as the smallest mining-induced seismic events that show self-similar source

scaling and Gutenberg-Richter type FMDs. This is important, considering the observed self-similar

scaling of acoustic emission sources during laboratory, triaxial compression tests under dry condi-

tions (Harrington and Benson, 2011). In a recent study, we showed extended parallels between

the statistics of natural seismicity and laboratory AEs, including Omori-Utsu type aftershock decay,

Gutenberg-Richter types FMDs, as well as spatial variations in b-values in the proximity of fault

asperity regions (Goebel et al., 2013d). The analogies in seismic event statistics also extend to the
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power-law decay of AE density distributions as function of fault normal distance (Goebel et al.,

2013b).

The broad parallels in seismic event statistics as well as source-scaling relations indicates a

similarity in the underlying mechanisms of seismic event creation in the laboratory, in mines and

for natural seismicity in the Earth’s crust. The present observations do not provide compelling

evidence for a clear distinction between seismic events at different scales.

8.3 Seismic events within a continuum of sizes and slip-velocities

Assuming that the physical processes that govern seismic event characteristics bear a close-knit

connection to the statistics of seismic event, we deduce that the underlying physics that lead to

the creation of seismic events in the laboratory and on crustal scales are similar. At this point,

no conclusive observational-support for the existence of a minimum earthquake, e.g., in form of

a possible break in frequency-magnitude distributions or change in source-parameter scaling has

been observed.

Besides a lack of distinction of seismically active slip events according to scale, slip on crustal

fault occurs also over a range of velocities (e.g. Ide et al., 2007). Creeping faults and large

earthquake ruptures may be the end members of this spectrum of slip modes which also includes

low-frequency and very low-frequency earthquakes as well as slow-slip events, identified by non-

volcanic tremors (Peng and Gomberg, 2010). These slow slip events occur over a range of rupture

speeds which may coalesce to form organized rupture in places (Shelly et al., 2006). These results

extend the classical view on earthquake nucleation, suggesting a possible range of processes that

are involved in the generation of slip events rather than a generic strength break-down process.
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9 Conclusion & Outlook

Our results highlight the role of laboratory experiments in understanding micro-seismicity distribu-

tions in the proximity of fault zones. Variations in micro-seismicity statistics are connected to fault

stress and indicate a fault’s position within the seismic cycle. Moreover, micro-seismicity distribu-

tions are strongly influenced by fault roughness. They can be used to document fault evolution

and structural heterogeneity. The described results do not only apply to near surface processes, but

also help understand fault properties at seismogenic depth where most large earthquakes originate.

Such connections between physical fault properties and micro-seismicity distributions should be

further investigated at larger scales within the Earth’s crust. While fault stress and structure are not

directly observable under these conditions, other geological observations, for example, fault trace

complexity, cumulative displacements, and slip rates, provide a proxy for variations in fault prop-

erties in nature. The combination of seismic and geologic observations may significantly advance

the understanding of fault evolutionary processes. In particular, this may provide insights into

possible increases of structural complexity after initial smoothing for large displacements where

fault zones might reorganize. In parallel, fault evolution can also be studied by extending labora-

tory experiments to larger displacements. Consequently, a combination of laboratory results and

natural seismicity studies can further advance the understanding of fault specific hazard potentials

and constrain expected earthquake sizes as function of local fault zone properties.
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AES AND LAB-FAULTS A HYPOCENTER LOCATIONS

A Hypocenter locations

In the following chapter, we describe the estimation of hypocentral locations based on recorded acoustic

emission (AE) waveforms and seismic velocities. We included a description of first arrival time estimates of

P-waves using an AIC-picker (e.g. Kurz et al., 2005), as well as travel time inversion and hypocenter location

estimates. Due to the large number of AE events within each experiments (up to hundreds of thousands) the

basic processing steps were streamlined to run in an automated fashion for individual experiments.

A.1 AE arrival time picking

The estimation of seismic event locations depends on both the accuracy of the velocity model and the de-

termination of first arrival times. The latter can be estimated, for example, through comparing the long

and short- term-average (STA/LTA ratios) of windowed seismograms of natural earthquakes (e.g. Earle and

Shearer, 1994). In contrast to natural earthquakes, both signal and noise of AE waveforms occupy similar

frequency ranges (commonly in the kHz to MHz range), and signal-to-noise ratios, which vary throughout

the failure processes, are low, thus complicating the usages of standard phase picking algorithms. An al-

gorithm that provides reliable results under the described conditions is the autoregressive AIC-picker (e.g.

Zhang et al., 2003; Kurz et al., 2005). The AIC-picker is very accurate if the prospective phase is the strongest

arrival (e.g. in case of a direct P-wave and small source-receiver distance), which is generally the case in our

experiments, and if the algorithm is applied to short time windows of seismograms that contain the phase of

interest. The AIC method assumes that the seismogram consists of locally stationary segments, each modeled

as an autoregressive process, and that the signal-onset separates two different stationary processes (Sleeman

and van Eck, 1999; Zhang et al., 2003).

We applied the AIC-picker to preselected seismogram segments that triggered the recording system due to

exceeding a rock-type-specific amplitude threshold. The P-wave-onsets were then estimated within a 100 µs

window containing the threshold-crossing by minimizing the AIC-function suggested by Maeda (1985):

AIC(k) = k · log(var(x[1, k])) + (N − k − 1) · log(var(x[k + 1, N])), (1)

where x is the amplitude vector, N represents the length of the seismogram, and k ranges through all
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Figure A.1: Example of performance of autoregressive AIC-picker. The black curve represents the observed, bandpass-

filtered (0.1–1.5 MHz) seismogram, red are the AIC-values and the blue dashed line is the determined P-onset.

seismogram-samples. We conducted a sensitivity test of the AIC function revealing improved results if applied

to waveform envelopes, especially for seismograms with low signal-to-noise ratios. Figure A.1 represents an

example of the AIC-picker performance for a time window that contains a clear P-onset of a waveform with

high signal-to-noise ratio.

A.2 Travel-time computation

Besides accurate onset times, AE hypocenter locations are based on the estimation of travel times between

candidate locations and each sensor of the seismic array. For the travel time computations, we used a

layered, anisotropic velocity model and assumed direct, straight ray paths. Seismic velocities were measured

directly using piezo-ceramic transducers as active sources. We generally observed a strong seismic anisotropy

between radial and axial velocities. This anisotropy was most pronounced during large differential stresses
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close to failure. We used five horizontal velocity and one vertical velocity trace to construct the velocity

model. The angular dependency of the seismic anisotropy was determined from the measured velocities

through elliptical interpolation:

r(θ) =
vaxvrad

√

(vrad cos θ)2 + (vax sin θ)2
. (2)

Here, vax and vrad are the axial and radial velocities and r is the seismic velocity as function of take-off angle,

θ.

A.3 Travel-time inversion

AE hypocenter locations were determined by minimizing the residuals between observed and synthetic travel

times. To this end, we used a downhill simplex algorithm (Nelder and Mead, 1965; Press et al., 1992) which

determines local or global minima by following the steepest gradient of the travel time residual close to an

initial hypocenter location. An elegant choice of initial hypocenters is crucial to facilitate rapid convergence

and can prevent incorrect results due to local minima. Thus, a combination of different algorithms (e.g.

grid-search and simplex) for initial hypocentral guesses and subsequent refinements is advisable. For more

details about AE event picking and AE hypocenter determinations see Stanchits et al. (2006). Following

(Lockner et al., 1991), we required P-onsets of at least 8 stations and a travel time residual of 0.5 µs or less

for a successful hypocenter location. Our observed travel time residuals follow a normal distribution with a

mean at 0.1 µs for saw-cut experiments and a mean at 0.18 µs for the saw-cut guided fracture experiments

(Figure A.2). This difference in travel time residuals is related to the broader damage zone connected to

natural fracture surface which influenced local seismic velocities and the accuracy of AE event locations.

A.4 Hypocentral uncertainties

In the following, we will describe uncertainty estimates of onset times and hypocenter locations based on

both observed and synthetic events. The latter consisted of up to 1056 events with array-specific travel times

and random, Gaussian uncertainties of P-onsets. We determined the corresponding hypocenter locations us-

ing a combination of a grid-search and simplex algorithm. The distribution of synthetic travel time residuals
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Figure A.2: Average travel time residuals of successfully located AE events (black dots) and Gaussian fit to the data (red

curve). The top frame displays the observed travel time residuals for a saw-cut experiments and the bottom for a saw-cut

guided fracture experiment.
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Figure A.3: Distribution of synthetic travel time residuals (black markers) for a pick uncertainty of 0.2 µs which can be

described by a Gaussian distribution (red curve). The distribution of synthetic travel time residuals is very similar to the

observations (blue curve), thus providing a rough estimate of the expected errors in AE hypocenters.

followed a normal distribution with a mean and standard deviation that were comparable to those of the

observed data (Figure A.3). The picking uncertainties for these data was 0.2 µs, which is within the expected

range for the observed data.

The uncertainties of the synthetic locations, i.e. the difference between initial hypocenters and hypocen-

ters determined by travel time inversion, could also be described by a normal distribution with a mean at

≈ 1.8 mm (Figure A.4). Besides the Gaussian shape, the distribution was characterized by a long tail con-

sisting of few events with large errors resulting in a slight shift of the distribution-fit to higher residuals.

Nevertheless, more than 90% of the data were located with a precision of 4 mm or higher. Based on the

similarity between observed and synthetic travel time residuals, the hypocentral uncertainties of the syn-

thetic tests can act as a guideline of expected errors within the AE locations. Consequently, we estimated the

predominant hypocentral uncertainties between 0.5–4 mm with an average value of 1.8 mm.

The long tails of the synthetic distribution emphasize that, especially for large AE data sets, some outliers
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Figure A.4: Uncertainty estimates for the synthetic tests. The blue bars depict the uncertainty histogram and the red

curve the corresponding Gaussian fit. The gray, dashed lines represent the 10 and 90 percentile of the data. The distri-

bution of synthetic uncertainties can be described by a Gaussian but it also appears skewed toward larger uncertainties.
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Figure A.5: Connection between travel time residuals and location uncertainty for a synthetic data set. The black

horizontal line indicates the 90 percentile of the synthetic residuals which is at ≈ 0.49 µs. Increasing travel time

residuals are generally connected to increasing hypocentral uncertainties. A specific choice of maximum travel time

residuals can reduce outliers and hence enhance the quality of the final AE catalog. Synthetic hypocenter locations with

small uncertainties but relatively large travel time residuals are likely a result of large errors in origin times.

can be expected. To avoid including events with large errors, we used two additional criterion for successful

hypocenter locations: (1) Since the expected volume of AE event locations (i.e. the sample size) is known, we

constrained the inversion to locate events only within the sample volume. Alternatively, one could disregard

AE locations outside the sample volume after locating the events. (2) Our synthetic tests revealed a general

connection between travel time residuals and location uncertainties. Thus, we introduced a threshold of

residuals which led to an exclusion AE hypocenters with large uncertainties. The synthetic tests revealed

that a residual of 0.5 µs provided an adequate threshold to separate outliers from the bulk of successfully

located events (Figure A.5). This result is in agreement with value suggested by (Lockner et al., 1991). A

combination of criterion (1) and (2) ensures realistic locations with low residuals of AEs connected to failure

processes.

Besides the uncertainty estimates based on synthetic data, we also computed hypocentral errors based
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on known source locations. To this aim, we located ultra-sonic pulses emitted throughout the experiments

and evaluated the corresponding deviation from the true sensor location (Zang et al., 1998). Based on

this method, we estimated average hypocentral uncertainties of ≈ 1.7 ± 1 mm which is in agreement with

our estimates from synthetic data sets and a previous study on different data sets (Stanchits et al., 2006).

Further support for the reliability of these uncertainty estimates is provided through the analysis of off-fault

seismicity distributions in Chapter 6. These distributions could be described by a convolution of a power-law

and a normal distributions. The latter is connected to the hypocentral uncertainty and exhibited widths

between 1.4–2 mm which is comparable to the other uncertainty estimates.

In summary, a combination of different methods enhances the reliability of our estimates for the hypocen-

tral location uncertainty. Compiling the results from the three different methods average hypocenter uncer-

tainties were between 1.4–2 mm.
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Figure A.6: Uncertainty estimates for one of the experiments using a transducer as pulse sender (red triangle). The

small black dots represent the corresponding locations estimated by travel time inversion. The average uncertainty was

1.7 mm.

A11



AES AND LAB-FAULTS B POWER-LAW ESTIMATES

B Power-law estimates

B.1 Powerlaw distributions in seismological data

Powerlaw distributions arise in many circumstances and can indicate scale invariance of a variable or process.

In seismology, powerlaw distributions are observed widely for natural and induced seismicity. For example,

the frequency-magnitude distribution (e.g. Gutenberg and Richter, 1944), the rate decrease after mainshocks

(e.g. Utsu et al., 1965), the spatial decay of seismic events from mainshocks (e.g. Felzer and Brodsky, 2006),

the seismic event density decay away from a fault surface (e.g. Powers and Jordan, 2010) and the general

distribution of hypocenters in space (e.g. Hirata, 1989; Wyss et al., 2004) can all be described by different

power-laws.

A quantity x obeys a powerlaw if it is drawn from a probability distribution

p(x) ∝ x−α, (3)

where x is the independent variable and α is the powerlaw exponent. This distribution diverges for small

values of x → 0 so that it obeys a pure powerlaw only for value of x ≥ xmin. xmin will be called the minimum

bound or minimum cut-off in the following.

B.2 Estimating the powerlaw exponent

There are two commonly used methods for the estimation of powerlaw exponents: (1) a least-squares fit

of log-transformed data and (2) a maximum likelihood estimate. The second method should generally

be preferred because it is less sensitive to fluctuations in the tail of the distributions (see Section B.6 for

details). While least-squares fits may conform to the data in some cases, there are major draw backs in terms

of estimating the powerlaw bounds and testing if the data actually obeys a powerlaw or should be described

by a different distribution. The latter is addressed in Section B.5.

The maximum likelihood method generally estimates the parameter choices that will maximize the like-

lihood function of a given distribution for a set of observations. The log-likelihood function of continuously
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distributed data that follows a powerlaw is (e.g. Clauset et al., 2009):

ln(L) = ln p(x|α) = ln
n

∏
i=1

α − 1

xmin

(

xi

xmin

)−α

=
n

∑
i=1

[

ln(α − 1) − ln xmin − α ln
xi

xmin

]

= n ln(α − 1) − n ln xmin − α
n

∑
i=1

ln
xi

xmin
(4)

Here, xmin again is the minimum bound, α is the powerlaw exponent, n is the number of data points above

xmin, xi are the observed values above xmin. Maximizing the log-likelihood function gives the maximum

likelihood estimate (MLE) for the powerlaw exponent (e.g. Newman, 2005; Clauset et al., 2009):

α = 1 + n

[

n

∑
i=1

ln
xi

xmin

]−1

, (5)

Thus, the MLE considers only the part of the distribution above xmin and depends on a correct estimate of

the minimum bound of the powerlaw.

The expected statistical error in α is simply a function of the powerlaw exponent and the number of

observations above xmin (e.g. Newman, 2005):

σ =
√

n

[

n

∑
i=1

ln
xi

xmin

]−1

=
α − 1√

n
(6)

The above described MLE for powerlaw exponents is strictly only valid for continuous data with expo-

nents α > 1. Both criteria are generally not met by frequency-magnitude-distributions (FMDs) of earth-

quakes, for which a different MLE was derived by Aki (1965) and Utsu et al. (1965):

b =
1

M − Mc
log(e), (7)

where M is the mean magnitude, e = exp(1) and Mc is the magnitude of completeness corrected for bin size

to account for a possible bias of discrete magnitude bin size (Utsu et al., 1965; Guo and Ogata, 1997). The
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b value is then defined as the exponent of a FMD:

log N = a − bM, (8)

where N is the number of earthquakes with larger or equal magnitude than M and a is a constant represent-

ing the seismic activity. The expected statistical error in b is (Shi and Bolt, 1982):

σ(b) =
b2

log e

√

n

∑
i=1

(Mi − M)2/n(n − 1). (9)

Here, n is the sample size, Mi is the magnitude of individual seismic events and M is the mean magnitude

for events greater or equal than Mc. The second term is simply the standard deviation of M, assuming that

mean magnitudes of FMDs follow a normal distribution.

There are several ways to depict powerlaw distributed data. A commonly used method is to show a

histogram of the incremented data and to infer a possible powerlaw distribution from an apparent linearity

of the observations plotted on logarithmic scales. To avoid large fluctuations within the distribution tail

one can choose varying bin sizes, for example, logarithmic bins so that the bins occur equally spaced on

logarithmic scales. In case of logarithmically binned data, one has to correct the number of events in each

bin by the corresponding width of the bin (Newman, 2005; Amitrano, 2012). A generally more effective

way to represent the data is by computing its cumulative distribution, which protects from common binning

artifacts within the previous methods. One has to be cautious when comparing exponents of cumulative and

non-cumulative distributions. In case of the later, integration of the discrete density function preserves the

powerlaw but the exponent appears shifted by −1 (Newman, 2005). The difference in exponents between

incremental and cumulative distribution functions is traditionally not observed for FMDs because, following

Gutenberg and Richter (1944), the data is represented on a semi-logarithmic scale with linear bin sizes which

preserves the same b value in both cases (Amitrano, 2012). The actual powerlaw distributed quantities in

this case are the frequency of events and the corresponding seismic energy or moment release (Wyss, 1973;

Kagan, 1997; Amitrano, 2012).
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Figure B.1: Synthetic powerlaw data with exponent α = 2.5, lower cut-off xmin ≈ 2. The data follows a normal

distribution below xmin.

B.3 Creating synthetic powerlaw distributions

In the following, I will describe briefly the creation of synthetic powerlaw distributed data which is invaluable

when testing the performance of parameter estimates. To generate random numbers that follow a cumulative

powerlaw distribution, one can use:

x = xmin(1 − r)−1/(α−1), (10)

where r are uniformly, distributed random numbers, and xmin and α are the parameters that describe the

powerlaw. In nature, one generally observes that the data below xmin is not powerlaw distributed. To

simulate this behavior, one can convolve x in equation 10 with a normal or exponential distribution. The

resulting data shows a powerlaw above xmin and a gradual deviation from the powerlaw below xmin (Figure

B.1).
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Figure B.2: A powerlaw distribution is characterized by the stability of the exponent α above xmin. Shown here are the

values of α∗ as function of different minimum cut-offs x∗min. The actual value of α is indicated by the dashed line.

B.4 Estimating the lower bound of a powerlaw

The estimation of the powerlaw exponent requires an accurate determination of the lower bound of the

powerlaw. Additionally, xmin can provide information about the underlying physical processes, for example,

the range of scale invariance or the resolution limit of the recording system. A simple but useful way to

approximate the minimum cut-off is to compute the powerlaw exponent as function of xmin using the MLE

(Figure B.2). For a pure powerlaw, the exponent increases rapidly until xmin and reaches an approximately

constant value above xmin over the extend of the powerlaw. Consequently, this method also enables a

fairly accurate determination of α for well behaved power-laws. Moreover, plotting α over xmin shows

characteristics of the distribution and reveals the extend of the powerlaw.

However, the analysis of large sets of powerlaw distributed data require an automated estimate of xmin.

The possibly fastest and simplest way is by determining xmin from the bin with the largest number of data
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points in an incremental distribution of the data. This point is generally connected to the maximum curvature

of the incremental distribution (Wiemer and Wyss, 2000).

A more advanced method models the distribution of events below xmin using a normal cumulative func-

tion and the data above using a powerlaw (Woessner and Wiemer, 2005). The best model parameters are

then found from the maximum likelihood estimate of the parameters of both powerlaw and normal distri-

bution. It has been shown that this method performs significantly better than using the maximum curvature

method.

The possibly most favorable way to estimate xmin is to include a measure of goodness of fit in the deter-

mination of powerlaw exponents. One way to accomplish this is by using the Kolomogorov-Smirnov (KS)

distance to evaluate the performance of fits computed for different potential value of xmin between xi–xn

(Clauset et al., 2009). The KS distance describes the maximum distance between two different continuous,

cumulative distributions, here the observed and modeled distributions. It provides an estimate of the prob-

ability that both observations are drawn from the same parent distribution assuming that all samples are

independent (Woessner and Wiemer, 2005) (the null hypothesis is that both samples are drawn from the

same distribution). The best-fit between modeled, powerlaw distribution and observation will minimize the

KS distance at the point xi = xmin which is the minimum cut-off.

B.5 Performance of parameter estimates

The above described methods provide the best parameter estimates for the observed data assuming that the

data is indeed powerlaw distributed. To test if this hypothesis is correct one can compare the observations

with model realizations based on the estimated parameters xmin and α. To this end, one can use Monte-

Carlo re-sampling to create different model representation, compute the KS-statistics and compare it to the

KS-statistic of the observed data set (Clauset et al., 2009). The goodness-of-fit (p-value) is then simply

the fraction of cases for which the synthetic KS-distances are larger than the empirical distance. Large p-

values (e.g. above 0.1 or 0.05) suggest that a powerlaw distribution is a plausible hypothesis whereas small

p-values would require a rejection of the powerlaw hypothesis. The failure to reject a possible powerlaw

distribution does not indicate that it is indeed the best model for the data and other distribution functions

(e.g. exponential or log-normal distributions) may have to be tested, for example, by using a likelihood ratio
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test (Clauset et al., 2009).

B.6 Least-squares vs. maximum-likelihood estimates

In this section, we briefly compare the performances of least-squares and maximum likelihood fits. A more

extensive study of the two methods can be found in Clauset et al. (2009) and Amorese et al. (2010). We

computed series of synthetic distributions using equation 8 with a fixed value xmin = 1.5 and powerlaw

exponent α = 1.5. We varied the sample size (N) of the distributions between 50 and 950, and used Monte

Carlo re-sampling to determine the spread of the estimated powerlaw exponents at each sample size for

both least-squares and MLE (Figure B.3). Expectedly, both methods show the largest spread of estimated

exponents for low sample sizes. For large sample sizes the estimated powerlaw exponents localize closer

to its true value. The least-square fits underestimates the true exponent at all sample sizes, probably due

to variations in the distribution’s tail, and shows an error of ≈ 0.1 for N ≤ 200. The MLE, on the other

hand, provides and accurate estimate of α for N > 50 as well as a generally smaller spread in the powerlaw

exponents.

This simplistic test shows that MLE should generally be preferred due to its superior accuracy even at

small sample sizes. Furthermore, the accurate determination of the minimum cut-off and goodness-of-fit

tests both rely on maximum likelihood estimates (Woessner and Wiemer, 2005; Clauset et al., 2009). This is

a severe short-coming of the least-squares method which may provide an acceptable fit to the data at large

sample sizes but fails to provide means of evaluating the data-fit or for testing the powerlaw hypothesis.
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Figure B.3: Comparison between least-squares (bottom) and maximum likelihood (top) estimates of powerlaw expo-

nents. The powerlaw distributed data was created by randomly sampling events between N = 50–950 using equation

10 and re-sampling each powerlaw distribution 100 times. The box-plot depicts the range (whiskers) of exponents of the

re-sampled synthetic distributions, the 25 and 75 percentile (horizontal box extent) and the mean value of the exponents

(red dashes). The true exponent used to create the synthetic powerlaw is indicated by the vertical gray lines.
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