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[1] Radar interferometry from the ALOS satellite captured
the coseismic ground deformation associated with the 2010
Mw 8.8 Maule, Chile earthquake. The ALOS interferograms
reveal a sharp transition in fringe pattern at ~150 km from the
trench axis that is diagnostic of the downdip rupture limit of
the Maule earthquake. An elastic dislocation model based on
ascending and descending ALOS interferograms and 13 near-
field 3-component GPS measurements reveals that the
coseismic slip decreases more or less linearly from a maxi-
mum of 17 m (along-strike average of 6.5 m) at 18 km depth
to near zero at 43—48 km depth, quantitatively indicating the
downdip limit of the seismogenic zone. The depth at which
slip drops to near zero appears to be at the intersection of the
subducting plate with the continental Moho. Our model also
suggests that the depth where coseismic slip vanishes is
nearly uniform along the strike direction for a rupture length
of ~600 km. The average coseismic slip vector and the
interseismic velocity vector are not parallel, which can
be interpreted as a deficit in strike-slip moment release.
Citation: Tong, X., et al. (2010), The 2010 Maule, Chile earth-
quake: Downdip rupture limit revealed by space geodesy, Geo-
phys. Res. Lett., 37, 1L.24311, doi:10.1029/2010GL045805.

1. Introduction

[2] On February 27, 2010, a magnitude 8.8 earthquake
struck off the coast of Maule, Chile. The earthquake occurred
on a locked megathrust fault resulting from oblique conver-
gence of the oceanic Nazca plate subducting beneath the
continental South American plate at ~6.5 cm/yr [Kendrick
et al., 2003]. To date, the Maule event is the fifth largest
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earthquake since modern recording began, and the largest in
this region since the great magnitude 9.5 Chile earthquake in
1960 [National Earthquake Information Center (NEIC),
2010]. Modern geodetic technologies permit this event to
be studied in greater detail than was possible for any previous
large earthquake. Studying the downdip limit of seismogenic
rupture in relation to the compositional layering of sur-
rounding areas may provide insights into the rheological
controls on the earthquake process. Of particular interest in
the case of continental subduction zones is the relationship
between the downdip limit of stick-slip behavior and the
depth of the continental Moho at its intersection with the
subduction interface [Oleskevich et al., 1999; Hyndman,
2007].

[3] There are at least four approaches to probing the
downdip limit of seismic rupture for subduction thrust
earthquakes. The first approach uses the maximum depth of
the moderate thrust events along plate interfaces from global
teleseismic data. Tichelaar and Ruff [1993] estimated the
maximum depth of the seismically coupled zone of the Chile
subduction zone to be 36—41 km south of 28°S and 48—53 km
north of 28°S. Using a similar approach, Pacheco et al.
[1993] suggested that this downdip limit is at 45 km depth
in Central Chile. A second approach is to use the inter-
seismic velocity from near-field GPS measurements to infer
the downdip limit of the locked zone [Brooks et al., 2003;
Biirgmann et al., 2005]. However, with the exceptions of
Japan and Cascadia, there are generally not enough GPS
stations in convergent plate boundaries to accurately con-
strain the locking depth. The third approach uses precisely
located episodic-tremor-and-slip (ETS) (e.g., in Cascadia,
southwest Japan, and Mexico) as a proxy for the downdip
extent of the seismogenic zone [Rogers and Dragert, 2003;
Schwartz, 2007]. A fourth approach uses geodetic measure-
ments (e.g., GPS and InSAR) to invert for the co-seismic slip
distribution on the megathrust and infer the downdip limit
of the rupture [Pritchard et al., 2007; Hyndman, 2007]. Here
we use nearly complete geodetic coverage from ALOS
L-band interferometry (launched January 2006) to resolve the
spatial variations in slip for the entire Maule, Chile mega-
thrust zone to a resolution of 40 km or better, and thus provide
tight constraints on the depth of this rupture.

2. InSAR and GPS Data Analysis

[4] We investigated the crustal deformation produced
by the M,, 8.8 Maule, Chile earthquake using interfero-
metric synthetic aperture radar (InSAR) [Massonnet and
Feigl, 1998] from the Advanced Land Observatory Satellite
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Figure 1. (a) Nine tracks of ascending interferograms (FBS-FBS mode) and (b) two tracks of descending interferograms
(two subswaths of ScanSAR-ScanSAR mode and ScanSAR-FBS mode, and one track of FBS-FBS mode). The bold white
arrow shows the horizontal component of the line of sight look direction. The nominal look angle from the vertical is 34°.
The wrapped phase (-7 to 7) corresponds a range change of 11.8 cm per cycle). The white star indicates the earthquake epi-
center. The black triangles show the locations of the 13 GPS sites used in the inversion (4 sites are outside of the map bound-
aries). Solid black line shows the surface trace of the simplified fault model and the dashed black line marks the 40-km depth
position of the fault for a 15° dip angle. The bold red arrow shows the interseismic convergence vector.

(ALOS) [Shimada et al., 2010] in conjunction with mea-
surements obtained from thirteen continuously operating
GPS (CGPS) stations (see auxiliary material).' Following the
Maule, Chile earthquake, the Japan Aerospace Exploration
Agency (JAXA) conducted high priority observations using
Fine Beam Single Polarization (FBS) strip-mode SAR along
ascending orbits and burst-synchronized ScanSAR along
descending orbits. The improved coherence at L-band
along with systematic pre- and post-earthquake acquisitions
yielded excellent coseismic InSAR coverage of a 630 km by
150 km area of ground deformation (Figure 1). The inter-
ferograms were analyzed frame-by-frame using the same
local earth radius and spacecraft ephemeris to ensure along-
track phase continuity (see Table S2 of the auxiliary material).
We used the line-of-sight (LOS) displacement from both
ascending and descending orbits to distinguish between
horizontal and vertical deformation. We processed track
T422-subswath4 (T422-sw4) using newly developed FBS
to ScanSAR software following the algorithm of Ortiz
and Zebker [2007] and track T422-subswath3 (T422-sw3)
using our ScanSAR-ScanSAR processor, which is part of the
GMTSAR software [Sandwell et al., 2008; Tong et al., 2010].
The ScanSAR to strip mode interferograms along track
T422-sw4 are critical for recovering the complicated defor-
mation near the shoreline from the descending orbits.

[5] An examination of the raw phase data reveals an
interesting feature in the coseismic surface deformation: the
dashed black line on the ascending interferograms (Figure 1a)
marks a boundary where the phase gradient changes
remarkably, reflecting that the coseismic slip stopped at
~150 km from the trench axis (i.e., ~40 km depth for a fault

'Auxiliary materials are available in the HTML. doi:10.1029/
2010GL045805.

with 15° dip angle). At a similar distance from the trench,
the descending interferograms exhibit a phase minimum
(Figure 1b). Both of these features are diagnostic of the sur-
face deformation immediately above the downdip extent of
the megathrust [Savage, 1983]. The different signatures seen
in the ascending and descending interferograms are due to the
difference in the radar LOS vectors.

[6] As interferograms are only able to detect relative
movement, GPS vectors are important for providing abso-
lute measurements of displacement and constraining the
overall magnitude of slip [Fialko et al., 2001]. Near-field
3-component GPS displacement vectors in this region pro-
vide independent constraints on the fault slip model. We did
not include GPS measurements that are beyond ~300 km
from the coast of the Maule, Chile region. Adding the far-
field GPS sites should not change the features of our slip
model in the depth of 1545 km because the geometric
attenuation would cause all the far-field GPS measurements
to be largely sensitive to the long wavelength part of the
model. Methods used for unwrapping the interferograms and
adjusting the absolute value of range change to the GPS
measurements are discussed in the auxiliary material. We
found that it was not necessary to remove a ramp from
the interferograms in order to achieve the 10 cm uncertainty
assigned to the digitized InNSAR measurements.

[7] The LOS displacement ranges from 1 cm to 418 cm
along ascending orbits (820 data points) and —374 cm to
15 cm along descending orbits (1112 data points). The
maximum LOS displacement along the ascending tracks
is near the Peninsula in Arauco, Chile while the maxi-
mum negative LOS displacement along the descending track
is north of Constitucion (see Figure S1 of the auxiliary
material). Profiles of LOS displacement (Figures S2a
and S2b) show that the characteristic inflection points at
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Figure 2. (a) Coseismic slip model along a 15° dipping fault plane over shaded topography in Mercator projection. Dashed
lines show contours of fault depth. The fat green and black arrows show the observed horizontal and vertical displacement of
the GPS vectors respectively and the narrow red and yellow arrows show the predicted horizontal and vertical displacement.
(b) Averaged slip versus depth for different dip angles. Data misfits are shown in the parentheses (see text).

~150 km east of the trench are readily discernable from
transects of the InSAR LOS displacement.

3. Coseismic Slip Model and Resolution Test

[8] We used InSAR and GPS observations to constrain a
model of coseismic slip on a single plane striking N 16.8°E
and dipping 15° to the east, approximating the geometry of
the megathrust (Figure 2a). We also tested a model that more
closely follows the trench axis, but the more complicated
model did not improve the RMS misfit. The surface trace and
dip angle of the fault plane were initially determined by fitting
the locations of M > 6.0 aftershocks [NEIC, 2010] and then
refined using the geodetic data. The weighted residual misfit

N 2
is determined from x? =+ > (%) , where o, is the geo-
=1

detic displacement measurement, m; is the modeled dis-
placement, o; is the uncertainty estimate of the /™
measurement, and N is the total number of InSAR LOS dis-
placement and 3-component GPS measurements. A 15° dip is
preferred because a steeper dip angle (18°) results in a larger
misfit (Figure 2b) and a shallower dip angle (12°) results in
unlikely maximum slip at the top edge of the fault plane (i.e.,
0 km depth). Moreover, the 12° dipping fault plane lies
shallower than both the hypocenter and the M > 4 background
seismicity from 1960-2007, whose depths are well con-
strained in the EHB bulletin [/nternational Seismological
Centre, 2009] (Figure S2d).

[9] This finite fault model assumes an isotropic homoge-
neous elastic half-space [Fialko, 2004; Okada, 1985]. Details
of the modeling approach are provided in the auxiliary
material. The RMS misfit for ascending and descending
LOS displacement is 10.9 cm and 7.9 cm respectively and the
RMS misfit for the GPS data is: 1.54 cm for the east com-

ponent, 0.44 cm for the north component and 2.93 c¢m for the
up component. The residuals in InSAR LOS displacement
(see Figures Slc and S1d of the auxiliary material) are gen-
erally smaller than 15 cm, though there are larger misfits in
the southern end of the rupture area. The ALOS inter-
ferograms, LOS data points and slip model are available at
ftp://topex.ucsd.edu/pub/chile eq/.

[10] The preferred slip model (Figure 2a) shows significant
along-strike variation of the fault rupture. The most intense
fault slip is found to be about 17 m, located at 120—160 km
north of the epicenter. This is consistent with the large LOS
displacement over that region seen in the interferograms
(Figure 1). To the south of the epicenter near the peninsula in
Arauco, Chile is another patch of significant slip. The length
of the rupture area of slip greater than one meter is 606 km,
compared with 645 km indicated by the aftershock distribu-
tion [NEIC, 2010]. Figure 2b shows the depth distribution
of fault slip from the geodetic inversion. The peak of the
coseismic slip is located offshore and is at ~18 km depth. The
depth of maximum slip is slightly shallower than the depth
of rupture initiation, given by the PDE catalog as 22 km
[NEIC, 2010].

[11] The coseismic slip model from a joint inversion of
GPS and InSAR data (Figure 2a) suggests the slip direction
is dominantly downdip, with a relatively small component
of right-lateral strike slip. Assuming the average shear
modulus to be 40 GPa (see auxiliary material), the total
moment of the preferred model is 1.82 x 10*? Nm (thrust
component: 1.68 x 10*? Nmy; right-lateral strike-slip com-
ponent: 4.89 x 10*' Nm). The total corresponds to moment
magnitude 8.77, comparable to the seismic moment magni-
tude 8.8 [NEIC, 2010]. Because of the lack of observations
offshore, the geodetic model probably underestimates the
amount of slip at shallower depth, which could explain the
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observed moment discrepancy. The above relatively smooth
and simple model results in a variance reduction in the
geodetic data of 99%.

[12] We compared the direction of the interseismic veloc-
ity vector with the direction of the area-averaged coseismic
slip vector. A non-parallel interseismic velocity vector and
coseismic slip vector would indicate an incomplete moment
release of the Maule event. The interseismic velocity from
the Nazca-South America Euler vector is oriented at 27.3°
counterclockwise from trench perpendicular [Kendrick et al.
2003]. Based on the ratio of the thrust and right-lateral
strike-slip moments, the area-averaged coseismic slip direc-
tion is 16.8° counterclockwise from trench perpendicular.
The misalignment of the interseismic velocity vector and
the coseismic slip vector could be interpreted as a moment
deficit in right-lateral strike-slip moment. This moment def-
icitis about 3.49 x 10*' Nm, equivalent to 70% of the moment
release in strike-slip component, which could be accommo-
dated by either aseismic slip or subsequent earthquakes.

[13] The most intriguing observation from the slip model is
that the along-strike-averaged slip decreases by more than a
factor of 10 between 18 km and 43 km depth and reaches a
minimum of approximately zero at a depth of 43—48 km
(Figure 2b). This dramatic decrease indicates the downdip
limit of the seismogenic zone and the transition from seismic
to aseismic slip. In addition we note a depth range where the
coseismic slip deviates from a linear decrease and somewhat
flattens at 30—35 km depth. This deviation at 30-35 km depth
resembles the “plateau” of the interseismic coupling at Nakai
Trough, Japan [Aoki and Scholz, 2003]. The depth at which
slip drops to near zero is almost uniform in the along-strike
direction for a rupture length of ~600 km. This depth
approximately corresponds to the intersection of the sub-
ducting plate with the continental Moho. Based on receiver
function and seismic refraction analysis, the Moho depth is
between 35 and 45 km [Yuan et al., 2002; Sick et al., 2006],
although it is not well resolved at its intersection with the
subducting plate.

[14] We used a checkerboard resolution test to explore
the model resolution (see auxiliary material) and found that
features of 40 km by 40 km are well resolved over the area
of InSAR coverage, which provides approximately 10 km
absolute depth resolution along the dipping fault plane (see
Figure 2b). Slip uncertainties are larger at the top and bottom
ends of the fault plane (depth < 15 km and depth > 50 km).
The slip model also shows a slight increase in slip at depth
greater than 50 km, but this feature is not supported by the
resolution analysis.

4. Discussion and Conclusions

[15] We compared the coseismic slip model derived from
near-field displacement measurements from this study with
previous published slip models. Our geodetic inversion, a
teleseismic inversion of P, SH, and Rayleigh wave [Lay et al.,
2010] and a joint inversion of InSAR, GPS, and teleseismic
data [Delouis et al., 2010] all suggest that the largest slip
occurred to the north of the epicenter. However, none of the
previous studies have used the InSAR observations from both
the ascending and descending orbits to resolve the downdip
rupture limit. Our study is novel in that we infer the downdip
rupture limit from a prominent change in LOS displacement
manifested in interferograms (Figure 1).
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[16] The along-strike averaged slip depth distribution
suggests that the coseismic slip of the Maule event peaks at
18 km depth and decreases to near zero at 43—48 km depth.
From a phenomenological perspective the slip distribution
indicates that the contact between oceanic and continental
crust is velocity weakening. The largest fraction of inter-
seismic coupling occurs at a depth of ~18 km and this frac-
tion decreases more or less linearly with increasing depth to
~43 km where it becomes essentially zero. This observation is
in fair agreement with the observation that earthquake depth
distribution tapers smoothly to zero [Tichelaar and Ruff,
1993; Pacheco et al., 1993], indicating the accumulated
and released energy on the megathrust is not a simple step
function that goes to zero at 43 km.

[17] Based on available seismic evidence on the local
Moho depth, we note that the downdip coseismic rupture
limit is near the depth where the subducting Nazca plate
intersects with the continental Moho of the South America
plate. This downdip limit approximately coincides with the
transition in topography from Coast Range to Longitudinal
Valley. It is noticeable that the free-air gravity changes from
positive to negative at similar location as this downdip limit
(see Figure S2c¢).

[18] There are two possible physical mechanisms control-
ling the downdip limit of the seismogenic zone. First, fault
friction behavior may transition from velocity weakening
to velocity strengthening at the depth of the 350—450°C
isotherm [Oleskevich et al, 1999; Hyndman, 2007;
Klingelhoefer et al., 2010]. Second, the downdip rupture limit
may occur at the depth of the fore-arc Moho due to a change
in frictional properties associated with the serpentinization
of the mantle wedge [Bostock et al. 2002; Hippchen and
Hyndman, 2008]. In southern Chile, the 350°C isotherm is
at a similar depth as the fore-arc Moho, hence previous
studies could not distinguish between the two possible con-
trolling mechanisms [Oleskevich et al., 1999]. The observed
monotonic decrease in slip with depth combined with the
tapering of the earthquake depth distribution provides new
information that can be used to constrain earthquake cycle
models at megathrusts. This transitional behavior is similar to
what is observed on continental transform faults both in terms
of coseismic slip [Fialko et al., 2005] and seismicity [Marone
and Scholz, 1988].

[19] In summary we have found: (1) The ALOS inter-
ferograms show pronounced changes in fringe pattern at a
distance of ~150 km from the trench axis that are diagnostic
of the downdip rupture limit of the Maule earthquake. (2) An
elastic dislocation model based on InSAR and GPS dis-
placement measurements shows that the coseismic slip
decreases more or less linearly from its maximum at ~18 km
depth to near zero at ~43 km depth. (3) The depth at which
slip drops to near zero is almost uniform in the along-strike
direction for a rupture length of ~600 km and it appears to be
at the intersection of the subducting plate with the continental
Moho. (4) The average coseismic slip vector and the inter-
seismic velocity vector are not parallel, suggesting a possible
deficit in strike-slip moment release.
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This supplementary material provides details on the GPS and InSAR data analysis,
including the temporal and spatial coverage of the InSAR and GPS data, data misfit and
inversion method (see Table S1 and Table S2). The radar line-of-sight displacement
measurements and their residuals are summarized in Figure S1 and S2. Our conclusions
regarding the variations in slip with depth and the estimate of near-zero slip below ~45
km depth depend on the coverage and accuracy of the geodetic data as well as the
characteristics of the model. We investigated the effects of the smoothness parameter on
the spatial resolution of the model (see Figure S3). In addition, the supplementary
material describes our inversion method and synthetic resolution tests in greater detail to

assist the evaluation of the slip model (see Figure S4, S5, S6).

GPS Data Analysis

All available continuous GPS data in South America from 2007 through 2010 May 5
were processed using GAMIT [King and Bock, 2000] with additional GPS sites included
to provide reference frame stability (Table S1). All data were processed using the MIT
precise orbits. Orbits were held tightly constrained and standard earth orientation
parameters (EOP) and earth and ocean tides were applied. Due to the number of stations,
two separate subnets were formed with common fiducial sites. The subnets were merged
and combined with MIT's global solution using GLOBK. We defined a South American
fixed reference frame, primarily from the Brazilian craton, to better than 2.4 mm/yr RMS
horizontal velocity by performing daily Helmert transformations for the network
solutions and stacking in an ITRF2005 reference frame [Kendrick, et al., 2006]. Finally
we used these time series to estimate the coseismic displacement, or jumps, at each
station affected by the Maule event, as well as crustal velocity before and after the

earthquake.

InSAR Phase Unwrapping and Adjustment
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We unwrapped all the interferograms by digitizing and counting fringes at every 27
phase cycle (11.8 cm) (see Figure S1) [Tong et al., 2010]. This method works well even
in low coherence areas, such as ScanSAR-ScanSAR interferograms (see Figure 1, T422-
sw3). We assembled all the digitized fringes, subsampled them using a blockmedian
average with pixel spacing of 0.05° in latitude and 0.1° in longitude, and converted them
into line of sight (LOS) displacement. The interferograms are subject to propagation
delay through the atmosphere and ionosphere. It is likely that T112 and parts of T116
include significant (> 10 cm) ionospheric delay, so these data were excluded from the
analysis (see Figure Sla and Table S2). To account for the potential errors in digitization
and propagation delay effects, we assigned a uniform uncertainty of 10 cm to the LOS
data. Interferometry is a relative measurement of LOS displacement, so after unwrapping
the average value of each track was adjusted to match the available GPS displacement
vectors projected into the LOS direction. For tracks that do not contain a GPS station,
their average value was adjusted so that the LOS displacement field is mostly continuous
from track to track. Over a distance of up to 1000 km the satellite orbits are much more
accurate than the 10 cm assigned uncertainty [Sandwell et al., 2008] so no linear ramp
was removed from the unwrapped and sampled LOS displacement data. Even after
adjustment, the phase between neighboring tracks is sometimes discontinuous, as seen,
for example, at the southern end of the descending interferograms (see Figure 1b and
Figure S1b) where the fringes are denser in T422-sw4 than T420. This is partially due to
the difference in look angle between the far range in one track and the near range of the
adjacent track. This kind of discontinuity can also be caused by rapid and significant
postseismic deformation between the acquisition times of the adjacent SAR tracks. The
final step in the processing was to calculate the unit look vector between each LOS data
point and the satellite using the precise orbits. This is needed to project the vector

deformation from a model into the LOS direction of the measurement.
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Uncertainty in GPS and InSAR data

When calculating the weighted residual misfit, we estimated the uncertainty of the
geodetic measurement. Errors in the GPS measurement were calculated using residual
scatter values (Table S1). Errors in the InNSAR LOS displacement measurement were

assigned uniformly as 10 cm based on posteriori misfit.

Model optimization
The model consists of a 670 km long and 260 km wide 15° dipping fault plane in a
homogeneous elastic half-space (Figure S3). The fault plane is subdivided into 19.7 km
by 20 km patches. The fault patch size was chosen to retrieve major features in the slip
model while keeping the inversion problem manageable. We applied a non-negativity
constraint to allow only thrust and right-lateral strike slip; only the bottom boundary of
the fault plane is constrained to have zero slip. The minimization criteria is given by the
equation
min(|Am - b|* + A2 |Sm*) (1)
where the first term minimizes the data misfit and the second term minimizes model
roughness (i.e., second derivative) of slip on the fault plane. In the first term, A is the
inversion matrix, m is the vector of unknowns, and b is the matrix of observations,
given by

-1
Oros dLOS

-1
BOGrs deps

-1
GLOS GLOS

-1
ﬁ O-GPS GGPS

A= )

b

m,.

dip
, m=

m

strike
The A matrix consists of the Green’s function matrices G,,; and G, weighted by
the uncertainties in the measurements. The two diagonal matrices 0,,; and O, are

derived from measurement uncertainties, and f represents the relative weight between

InSAR and GPS data sets. The model vectors m,, and m represent dip-slip

strike
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components and strike-slip components on discretized fault patches. In matrix b, the

observation vectors d,,, and d.,; consist of the InSAR data, which are the LOS

displacement from the ascending and descending tracks, and the GPS data with east-

north-up displacement components. In the second term the smoothness matrix is given
by
(-1 4 -1 0 ..\
0o -1 4 -1

o 3
0O 0 -1 4 -1 )

The relative weighting between GPS and InSAR data, parameter f3, is determined

iteratively so that the residuals are minimized in both datasets. We select the relative

weighting between the data misfit and roughness, parameter A, based on the trade-off
curve between model smoothness and the normalized RMS misfit. Nine different weights
were tested and the preferred model is chosen at the turning point of this trade-off curve
(Figure S3). While the selection of the best model is somewhat subjective, all the models
share a common characteristic of high depth-averaged slip at an along-dip distance of 60-

100 km and essentially zero slip at ~160 km.

Resolution tests

To assess the resolution capabilities of the data and model, we conducted two sets of
checkerboard tests. The first test had a 20 km checkerboard of 500 cm in dip slip (Figure
S4). The checkerboard model was used to generate synthetic INSAR and GPS data at the
observation locations. The InSAR, and GPS data were assigned the same uncertainties as
used in the final model. We inverted for a best fitting solution by adjusting the

smoothness parameter while retaining all the other parameter settings as were used in the
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final model (Figure S4).

We found that the resolution is better over the southern half of the fault plane where
there is more complete InNSAR coverage closer to the trench axis. We calculated the RMS
of the slip difference (i.e. a measure of the misfit) between the synthetic model and the
recovered model, averaged over the fault strike direction. Plots of RMS slip difference
versus depth (Figure S6) show a minimum at a downdip distance of 120 km. The
accuracy of the recovered model is good between downdip distances of 110 and 130 km
where the average RMS curve falls below 100 cm. Over this depth range features as
small as 20 km can be resolved to a 20% accuracy.

We repeated the checkerboard test at a size of 40 km as shown in Figure S5. The
accuracy of the recovered checkerboard improves significantly when the checker size is
increased from 20 km to 40 km. We calculated the RMS of the slip difference in the same
way as for the 20 km checker size (see Figure S6). The accuracy of the recovered model
is good between downdip distances of 70 and 220 km where the average RMS curve falls
below 100 cm, corresponding to the area where the recovered model uncertainties are less
than 20% of the input model. The accuracy is excellent between the downdip distances of
80 and 190 km where the average RMS curve falls below 50 cm, corresponding to the
area where the recovered model uncertainties are less than 10% of the input model. From
these checkerboard tests we conclude that the overall model resolution is 40 km or better

over the downdip width range of 70 to 220 km.

Determination of shear modulus

Our model requires a representative value of shear modulus in order to calculate the
geodetic moments from the slip model, although the Okada’s displacement solution only
depends on the Poisson’s ratio. We determined the average shear modulus from regional
1D seismic velocity structure [Bohm et al., 2002]. Above 45 km depth, the average shear

modulus (weighted by layer thickness) is 38.3 GPa. Above 55km depth, the average
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shear modulus (weighted by layer thickness) is 43.5 GPa. Thus an average shear

modulus of 40 GPa is a preferred value for estimating geodetic moment (Table S3).
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Figure S1. Unwrapped, subsampled, and calibrated InSAR line-of-sight (LOS)
displacements and their residuals. Positive LOS displacement indicates ground motion
toward the radar. a) Ascending LOS displacement. b) Descending LOS displacement. c)
Model residuals of the ascending LOS displacement. d) Model residual of the
descending LOS displacement. The two black lines (N transect and S transect) mark the

locations of profiles shown in Figure 2a and Figure 2b. The black box in subplot a) shows



184  the sampled area of topography and gravity profiles as shown in Figure S2c.

185



185

186
187
188
189
190

1 Il 1 Il Il Il

400 | ALOS ascending %
~ g0 | LOS data

a)

o 200 -

O

— 100 -
S transects
() T T 1
-50 0 50
b) 0 L 1 1

N transects

FATVARAL
B

=100 -
=200
]

9_300 | ALOS descending

LOS data inflection point
"“()() T T 1 T T T 1
-50 0 50 100 150 200 250 300
(:) E; Il Il Il - i Il | Il 1 55()
T 4- topography and gravity | 100 —
< 5] L 508
< £
= -l trench FI [ i 0‘2’,
3 _i ~\J Coast Range Andes [ ;Zg
= Longitudinal Valley B
"65 T T T T T T T "1 E;()
-50 0 50 100 150 200 250 300
cj) () 1 1 Il 1 1 | |
. 20 _ CO() |
E wl -
e "
= 601 [ dip12°
& go - seismicity and . | dip 15°
- fault geometry ° °°3&§f§§, ) dip 18°

=50 0 50 100 150 200 250 300
distance from fault trace (km)

Figure S2. Transects of unwrapped line-of-sight data a) ascending and b) descending.
Locations of north (black) and south (blue) transects are shown in Figure S1. c¢)
Topography (black line) and free-air gravity (blue line) profiles over Chile illustrate the
major geological features. d) Seismicity and fault geometry. The black circles show the
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191  locations of the M>6 aftershocks from the PDE catalog [NEIC, 2010].
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Figure S6. Accuracy of slip recovery versus downdip distance for 20 km (red line) and 40
km (green line) checker sizes. The RMS slip difference is the along-strike average of slip
differences shown in Figure S4 (red line) and Figure S5 (green line). The horizontal axis
shows the downdip distance (below) and depth (above). We set 20% RMS of the slip
difference as the accuracy threshold so in this case the model is resolved at 20 km
between downdip distances of 110 and 130 km and the model is resolved at 40 km

between downdip distances of 70 and 220 km.
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227  Table S1. GPS measurements used in this study and their fits to the model.
east displacement (cm) north displacement (cm) up displacement (cm)

name longitude | latitude data model data model data model
ANTC -71.532 37.1-338 -80.62 +0.41 -81.62 18.37 +0.35 17.90 -2.73 £1.22 -5.48
CONZ | -73.025 36.-843 -300.19 +1.49 -300.15 | -67.76 +1.33 -67.89 -3.98 +2.04 -4.28
MZ04 -69.020 32.9-348 -12.17 = 0.51 -15.20 -4.93 +0.32 -5.68 1.89 +1.13 -1.20
SANT -70.668 33.;50 -23.53 +1.46 -25.19 | -14.07 +1.12 -14.24 -1.76 +1.88 -5.88
LNQM | -71.361 38.;155 -33.44 +0.57 -34.67 14.31 +0.42 14.32 0.47 +1.34 -3.85
MZ05 -69.169 32.9-)51 -12.63 +0.53 -15.77 -5.19 +£0.32 -6.15 1.79 +£1.04 -1.46
ACPM | -70.537 33.;147 -41.49 +0.51 -40.24 | -18.55 +0.33 -18.20 -1.90 +1.07 -5.96
BAVE -70.765 34.;67 -116.61 £0.17 -116.57 | -19.49 +0.17 -19.49 -9.44 +0.67 -9.94
LAJA -71.376 37.1-385 -72.18 +0.45 -711.77 17.77 +0.34 17.65 -2.36 +1.31 -5.00
LLFN -71.788 39.1_333 -11.20 = 0.41 -12.53 7.86 +0.35 7.69 -1.74 £1.13 -3.66
LNDS -70.575 32._839 -14.27 +0.42 -15.38 -9.50 +0.17 -9.34 -1.53 +1.00 -4.83
MOCH | -73.904 38.;110 -120.39 +0.77 -120.36 | -29.45 +0.40 -29.45 20.29 +1.28 20.27

8 NIEB -73.401 39.-868 -0.49 £ 0.55 -1.76 -2.90 +0.46 -3.67 -1.26 £1.25 -4.43

229
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Table S2: InSAR data used in this study.

track orbit ID acquisition dates perpendicular observation
ID reference/repeat reference/repeat” baseline” (m) frames mode comments
ascending tracks
6480--
T111 07119/21881 5/27/07--3/4/2010 215 6520 FBS-FBS
6470-- propagation
T112 21458/22129 2/3/10--3/21/2010 485 6500 FBS-FBS phase delay
6470- more recent
T113 10970/21706 2/15/08--4/7/2010 274 6500 FBS-FBS pair is noisy
6460--
T114 21283/21954 1/22/10--3/9/10 284 6480 FBS-FBS
T115 21531/22202 2/8/10--5/11/2010 409 6470 FBS-FBS PRF change®
propagation
T116 21779/22450 2/25/2010--4/12/10 480 6460 FBS-FBS phase delay
6420-
T117 09949/22027 12/7/07--3/14/10 157 6440 FBS-FBS low coherence
6410--
T118 21604/22275 2/13/2010--3/31/10 717 6430 FBS-FBS
6400--
T119 21181/21852 1/15/10--3/2/10 453 6420 FBS-FBS
descending tracks
T422- ScanSAR-
sw3 11779/21844 4/10/08--3/1/10 1411 4350 ScanSAR® low coherence
T422- 4300- FBS-
sw4 21173/21844 1/14/10--3/1/2010 560 4400 ScanSAR®
4330-
T420 21348/22019 1/26/10--3/13/2010 517 4400 FBS-FBS

® short time span (i.e., one orbit cycle) between reference and repeat passes is preferred to measure coseismic

deformation

® short perpendicular baseline is preferred to remove topography phase noise

° PRF means Pulse Repetition Frequency
¢ See text for details
° See text for details



241  Table S3. Shear modulus structure in Maule, Chile region [after Bohm et al., 2002].

depth (km) | V, (km/s) | V, (km/s) | density (kg/m°) | shear modulus (GPa)

2-0 4.39 2.4 2100 12.1

0-5 5.51 3.19 2600 214

5-20 6.28 3.6 2800 36.3

20-35 6.89 3.93 2800 43.2

35-45 7.4 412 2800 47.5

45 - 55 7.76 4.55 3300 68.3

55-90 7.94 4.55 3300 68.3

90 - 8.34 4.77 3300 75.1
242
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