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A FRACTAL APPROACH TO THE CLUSTERING OF EARTHQUAKES: 
APPLICATIONS TO THE SEISMICITY OF THE NEW HEBRIDES 

BY R. F. SMALLEY, JR., J.-L. CHATELAIN, D. L. TURCOTTE, AND R. PRI~VOT 

ABSTRACT 

The concept of fractals provides a means of testing whether clustering in time 
or space is a scale-invariant process. If the fraction x of the intervals of length r 
containing earthquakes is related to the time interval by x ~ vl-o, then fractal 
clustering is occurring with fractal dimension D (0 < D < 1). We have analyzed a 
catalog of earthquakes from the New Hebrides for the occurrence of temporal 
clusters that exhibit fractal behavior. Our studies have considered four distinct 
regions. The number of earthquakes considered in each region varies from 44 to 
1,330. In all cases, significant deviations from random or Poisson behavior are 
found. The fractal dimensions found vary from 0.126 to 0.255. Our method 
introduces a new means of quantifying the clustering of earthquakes. 

INTRODUCTION 

Many studies have been performed on the distribution of earthquakes in time 
and space in order to better understand the earthquake generation process and 
possibly assist in earthquake prediction. If the occurrence of each earthquake was 
totally uncorrelated with other earthquakes, then the distributions of earthquakes 
would be a random process. The random distribution of point events is known as a 
Poisson process, and the mathematics of this process is well understood. 

In studies of regional seismicity, distributions described as nests, swarms, and 
clusters are often observed. Even after the elimination of aftershock sequences, 
which are correlated to the main shock, the seismic distributions are not Poisson. 
Regional examples include southern California (Knopoff, 1964; Johnson et al., 
1984), central California (Udias and Rice, 1975) Nevada (Savage, 1972), New Mexico 
(Singh and Sanford, 1972), Fiji-Tonga-Kermadec region (Isacks et al., 1967), New 
Zealand (Vere-Jones and Davies, 1966), and southern Italy (Bottari and Neri, 1983; 
De Natale and Zollo, 1986). A variety of statistical methods have been applied in 
order to quantify deviations from random occurrences (Shlien and Toks6z, 1970; 
Vere-Jones, 1970; Vere-Jones and Ozaki, 1982; Matsumura, 1984; Dziewonski and 
Prozorov, 1984). In general, these approaches have been empirical in nature. 

Just  as Poisson statistics model purely random processes, fractal statistics model 
processes that exhibit scale-invariant properties such as scale-invariant clustering. 
Mandelbrot (1967, 1975, 1982) developed the concepts of fractal geometry and 
fractal dimension, and applied them to the description of many natural features 
such as coastlines. A fractal curve is defined as a curve whose length or perimeter 
P is a function of the length of the measuring rod I such that 

P ~ l  1-D (1) 

where D is the fractal dimension. Applying this definition to coastlines (where D is 
limited to the range 1 =< D -< 2), typical values of D are found to be near 1.2. The 
fractal dimension measures the "ruggedness" of the coastlines, smaller D 's  represent 
smooth coastlines while larger D 's  represent rugged coastlines. 

A fractal distribution of areas, such as islands or craters, is defined as a distri- 
bution where the number of objects, N, with a characteristic linear dimension 
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greater than r is given by 
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1 
N ~ __r--~. (2) 

Mandelbrot (1975) pointed out that the number-area relation for islands satisfies 
(2) with D = 1.30. Turcotte (1986) has shown that fragments of rock produced by 
weathering, explosions, and impacts often satisfy (2) over a wide range of scales. 
Aki (1981) has shown that the standard frequency-magnitude relation for earth- 
quakes is equivalent to (2) with r = A 1/2 where A is the area of the fault break. The 
fractal dimension D is related to the b value of the distribution by D = 2b. A fractal 
approach to tectonics has been proposed by King (1983) and extended by Turcotte 
(1986/1987). 

In this paper, the concept of fractal or scale-invariant clustering will be applied 
to earthquakes. Earthquake epicenters can be considered to be point events in space 
and time. To study fractal clustering, we must examine the distribution of events 
over a wide range of scales. In this paper, we will be primarily concerned with the 
temporal clustering of earthquakes because timing of events (event times are 
typically known to better than a minute) and the total length of time available for 
study (typically years) provide a wide range of scales for analysis. The approach 
can also be applied to spatial clustering. In this study, however, the region covered 
with continuous recording in the Cornell/ORSTOM network (approximately 2.5 ° 
by 2 °) and the resolution of event locations (0.05 ° at best) limits the range of scales 
available for a spatial study (Chatelain et al., 1986). 

In order to quantify the clustering of earthquakes in the New Hebrides region, 
we will consider the two limits of random (Poisson) point events and fractal (scale- 
invariant) clustering of a finite set of point events. First, a discussion of the Poisson 
distribution will be given. This allows us to introduce the basic terminology and 
concepts. We then modify the fractal approach to the scale-invariant clustering of 
an infinite set of point events to a finite set. In particular, the relationship between 
the fractal dimension D and the degree of clustering will be discussed. The appli- 
cation to the New Hebrides data will illustrate the fractal approach to the temporal 
distribution of seismicity. 

FUNDAMENTAL APPROACH 

The basic problem we consider is the temporal distribution of N earthquakes 
occurring in a time interval re. The number of earthquakes is determined by the 
area of the region considered and the magnitude cut-off. For practical considera- 
tions, the magnitude cut-off is made to insure that all earthquakes in the region are 
detected by the regional network. The interval re is the interval over which data is 
collected. The natural period for the data is is reiN. 

In order to analyze the available data, we divide the interval re into a series of 
smaller intervals r defined by 

TO 
r = - - ,  n =  2 ,3 ,4 ,  . . . .  (3) 

n 

Our measure of clustering will be the fraction x(r) of the intervals in which an 
earthquake occurs as a function of the interval length r. 
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As a specific example, consider a uniform (equally spaced in time) series of 
earthquakes. For this example, 

TN if r < To 
x = ro N (4) 

TO 
1 i f r > ~  

If the number of earthquakes is greater than the number of intervals, then an 
earthquake occurs in every interval and x = 1. If the number of earthquakes N is 
less than the number of intervals, n, then x = N / n .  

POISSON DISTRIBUTION 

If the distribution of N earthquakes is totally random, it is a Poisson distribution. 
For this case, there is distribution of intervals between earthquakes given by (Cox 
and Lewis, 1966, p. 22) 

Pr(re) = ~ exp -- r0 / 

where P r ( r e )  dre is the probability that an earthquake will occur after an interval 
between re and re + dre. Clearly, a fraction of the earthquakes will have an interval 
less than ro/N, and a fraction will have longer intervals. 

We wish, however, to express the Poisson distribution in terms of the fraction x 
of intervals of length r that are occupied by randomly occurring earthquakes. This 
is the classic problem of the random distribution of N balls distributed into n = 
ro/r boxes. The probability Pr(x) that the fraction of boxes occupied lies between x 
and x + dx is given by (Feller, 1968, p. 102) 

=  To(l - x>] To:/ ,  x - 
= TO/ 

(6) 

where the binomial coefficient is defined by 

( : )  n! 

- m ! ( n -  m)!" 
(7) 

For earthquake distributions, N and ro/r are generally large. In this limit, Pr(x) 
from (6) has a strong maximum at a specific value of x, x0. 

FRACTAL APPROACH TO CLUSTERING 

The fractal approach to clustering is based upon the Cantor set model (Figure 1). 
To construct a Cantor set, start with the closed interval [0, 1]. The middle third is 
then removed leaving two closed intervals each with a length ~. Continue by deleting 
the middle third of these two intervals, leaving four closed intervals of length ~. 
The process of removing the open middle third of the remaining closed intervals is 
repeated an infinite number of times and defines the Cantor set. This set exhibits 
scale-invariant clustering that can be quantified by the fractal dimension. 
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FIG. 1. Illustration of a Cantor set. At each step, the middle third of each solid line is removed. The 

process of generating th inner  and thinner  lines is referred to as curdling. The infinite set of lines 
generated is known as a Cantor dust. 

Returning to the definition of the fractal set (2), we write 

1 
N ,  - - -  (8) 

ri D 

where N i  is the number of objects with size ri and for the Cantor set Ni+~/Ni  = 2 
and r i + l / r i  = ½. Thus, 

l n ( N i + l / N i )  In 2 
D = - -  - 0.6309. (9) 

ln(r i+l /r i )  In 3 

The process of generating thinner and thinner lines is referred to as curdling by 
Mandelbrot {1982). The infinite set of objects generated by this process is known 
as a Cantor dust. 

The fraction x of the steps of length r that include dust is given by 

xi ~ ri 1-D. (10) 

For the Cantor set x i÷l /x i  = ~ and the fractal dimension D = In 2/ln 3 = 0.6309 can 
be obtained from either (8) or (10). 

The Cantor set illustrated in Figure 1 is both scale-invariant, highly ordered, and 
deterministic. A scale-invariant random set is easily generated by randomly remov- 
ing the first, middle, or last third of each closed interval instead of the middle third. 
This process is illustrated in Figure 2. The result is a scale-invariant fractal 
clustering that is also nondeterministic and has a fractal dimension D = In 2/ln 3 
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IIIIIII II I II IIIII 
FIO. 2. Illustration of the first six orders of a random Cantor set. At each step, a random third of 

each solid line is removed. 

= 0.6309. For actual applications of clustering, the number of events is finite. The 
number of events associated with a Cantor set of order m is 2 m. Our approach to 
the fractal analysis of clustering is illustrated in Figure 3, showing the results for a 
random Cantor set of order 9. First, we rescale the length so that  the width of an 
element of the truncated random Cantor set is unity giving a total length of 38; 
containing 28 elements. To measure the fractal dimension by the "box method," we 
take intervals of length r = 2 n and determine the fraction x that include at least 
one element. This fraction is given as a function of the interval length by the open 
squares in Figure 3. The best-fit straight line has a slope of 0.368 so that x ~ r °'3~ 
and D = 0.632. The deviation from the exact value of 0.6309 is due to the fact that  
we have taken intervals of length 2 n rather than the intrinsic interval size of 3 n and 
therefore obtain an estimate of the fractal dimension. If the same number of lines 
is uniformly distributed across the interval (no clustering), the probability of finding 
a line within an interval from (4) is given by the solid diamonds in Figure 3. In this 
case, the slope is unity for r < (~)8 and zero for r > (~)8. Thus, D = 0 for r < (~)~, 
i.e., a set of isolated points, and D = 1 for r > (~)8, i.e., a line. 

INTERPRETATION OF D 

In the Cantor set illustrated in Figure 1, the first step was to remove the middle 
third of the solid line. To illustrate the relation between clustering and the fractal 
dimension, D, the first two iterations in the construction of a series of Cantor-like 
sets with increasing D are shown in Figure 4. In this series, the closed unit interval 
[0, 1] is divided into nine equal intervals of length, r = ~, and at each iteration in 
the construction of the set, M of these smaller intervals are removed (note that  we 
must now be careful in the choice of open or closed ends on the intervals). In Figure 
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Fro. 3. The fraction x of steps of length r that include solid lines for a ninth-order random Cantor 

set are given by the open squares. The unit length is the length of the shortest line, the original line 
length is 39. The solid diamonds are for a uniform distribution of the same number of lines as given by 
(4). The solid line corresponds to (10) with D = 0.632. 
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(b) N=2, r=1/9, D=0.315 
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(c) N=3, r=1/9, D=0.500 

I l l l l l l l l l l i i l l l l l l l l l l l i l i l l l l l l l l l l l l i i l l l l l l l l l l l i  i l  i l l l l l l l l l l  
(d) N=4, r=1/9, D=0.631 

i i l l l l l l l l l l l i l i i l l l l l l l l l i i l l l l l l l l l l l l i l l i l l l l l l l l l l l l l  
(e) N=5, r=1/9, b=0.732 

FIG. 4. Illustration showing relationship between clustering and fractal dimension. Clustered fractal 
sets with different values of D are constructed in an iterative process similar to that used for the Cantor 
set of Figure 1. The original solid line is divided into nine parts, and from one (a) to five (e) closed 
segments are retained at each iteration (e.g., in the first iteration in (a), the intervals [0, 1/9], [1/9, 
2/9], [2/9, 3/9], [3/9, 4/9], [5/9, 6/9], [6/9, 7/9], [7/9, 8/9], [8/9, 1] are removed, leaving the closed 
interval [4/9, 5/9]). The corresponding values of D from (8) are also given. 

4a, M = 8 intervals are removed, N = 1 = 9 - M and from (8), D = 0. As the process 
is continued, only a point  would remain and the fractal dimension, D = 0, of a point  
is equal to the usual Euclidean dimension, E = 0, of a point.  In Figure 4b, M = 7 
intervals are removed, N = 2 and from (8) D = 0.315. Sets with M = 6, 5, and 4, 
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intervals removed,  or N = 3, 4, and 5, are s h o w n  in Figure 4 (c to e) and have D = 
0.500, 0.631, and 0.732, respectively.  The  fractal d imens ion  describes the strength 
of  the clustering: the more  isolated the clusters the  smaller the value of  D. 

APPLICATION TO NEW HEBRIDES SEISMICITY 

In order to test  the  applicabil ity o f  the fractal approach to  clustering, we  will 
consider the temporal  variat ion of  se ismici ty  in several regions near Efate Is land in 
the New Hebrides Island Arc (map in Figure 5), an area with a high level of  
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FIO. 5. Histograms of the number of earthquakes per month in four seismic regions in the New 
Hebrides island arc from Chatelain e t  al. (1986). The dashed lines indicate the occurrence of four major 
earthquakes. 
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seismicity in which a local network has provided a continuous record of events 
between mid 1978 and mid-1984. We have chosen the four zones in the Efate region 
defined by Chatelain e t  al. (1986) which contain clusters of earthquakes, as can be 
seen in the histograms of monthly seismic activity shown in Figure 5. The clusters, 
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which are observed in these zones, are related to the occurrence of moderate to large 
earthquakes in the up-dip part of the subducting plate (Chatelain et al., 1986). In 
each region, log frequency versus magnitude plots were used to select the magnitude 
range in which the earthquake sample is complete. 

Based on the time resolution, the number of events, and the total time of the 
data set, we have chosen the smallest time interval to be 1 min (r = 60 sec). This 
interval of time is increased by factors of 2 up to 221 ~ 2 x 106 min. The total time 
interval for which data is available is about 3 x 106 min. For each zone, the fraction 
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of intervals that include an earthquake, as a function of the interval size, is plotted, 
and the fractal dimension is determined from the slope. 

For region A, 1,330 events occurred in the magnitude window. The results of the 
fractal analysis of the earthquake data are given in Figure 6A. For • _- 4 min, only 
single events occur in each time interval, and no clustering is observed. For r 
32,768 minutes = 22.8 days, every interval contains an earthquake. For values of r 
between these limits, a fractal clustering is observed which gives a fractal dimension 
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of D = 0.128, corresponding to a slope of 0.872 (Figure 6B). The results of a random 
simulation of 1,330 events in the time interval studied is also plotted in Figure 6C 
and is significantly different from the earthquake data and close to the uniform 
distribution. 

Results for regions B, C, and D are given in Figures 7A, 8A, and 9A. For region 
B, 379 events satisfy the magnitude condition, for region C, 108 events satisfy the 

0 

- I -  

-2. 

- 3 -  

-4. 

-5 

0 

R E G I O N  D 

• m m 
[] 

D • [] 
• Q 

13 

0 •  [] 
• D D 

• m r~ 

4 m  
4 ' ~  

A 

• OPEN - EARTHQUAKE DATA 

II 
i 

2 

[]  

F I L L E D  - UNIFORM DISTRIBUTION 

I I I 

4 6 8 10 

Log(T In seconds) 

- 1  

em -2 

L o g ( x )  = 0 . 7 4 5  L o g ( T )  - $ . 8 9 3  

D -- 1.0 - 0 . 7 4 5  = 0 . 2 5 5  
i ! i i i 

3 4 5 6 7 8 

Log(T In seconds) 

? 

O- 

.I o 

"51 • 

0 

~ | i l l l  
ill 

• Random simulation 

• 4 9  e v e n t s  

• 3 1 3 7 7 6 0  i n t e r v a l s  

i i i 

2 4 6 

L o g ( T  i n  s e c o n d s )  

FIG. 9. Same as Figure 5 for region D. 

[ ]  



FRACTAL APPROACH TO THE CLUSTERING OF EARTHQUAKES 1379 

magnitude condition, and for region D, 49 events satisfy the magnitude condition. 
The results for the time intervals with scale-invariant clustering, 16 min =< T <_- 
16,786 min for region B, 16 min = < • = < 32,768 min for region C, and 8 min ___r= < < 
524,288 min for region D, are given in Figures 7B, 8B, and 9B. The best-fit straight 
line has a slope of m = 0.771 corresponding to a fractal dimension D = 0.239 in 
region B, m - 0.874, and D = 0.126 in region C, and m = 0.745 and D = 0.255 in 
region D. Results for random simulations using the number of events in each region 
are given in Figures 7C, 8C, and 9C. 

Two aspects of our data correlations must be considered in terms of the fractal 
model. The first is the range of time scales over which a good fit to fractal model is 
obtained. Clearly, this is best established for region D as is illustrated in Figure 9B. 
An excellent fit to a straight line is obtained over 5 orders of magnitude. The well- 
defined earthquake swarms in this region exhibit a strong scale-invariant behavior. 
In the other regions, there is considerable curvature of the data. This is most easily 
interpreted as a combination of scale-invariant clustering and random events. 

The second aspect of our data correlation is the fractal dimension obtained. For 
region D, the value D = 0.255 should be a good measure of the observed clustering. 
Thus, the clustering is relatively strong as illustrated in Figure 4B. In the other 
regions, while there is certainly a significant deviation from a purely Poisson process, 
a direct interpretation of the fractal dimension is difficult because of the superpo- 
sition of random and scale-invariant processes. 

DISCUSSION AND CONCLUSIONS 

In this paper, we have presented a quantitative test of seismic clustering that is 
based on fractal or scale-invariant clustering. For the temporal distribution of 
seismicity, the fraction of time intervals containing an earthquake is plotted against 
the length of the interval. If a power law dependence is found, a fractal dimension 
for clustering is defined. 

As a test of the method, we have considered four seismically active regions in the 
New Hebrides island arc. In all regions, our results deviate strongly from the results 
expected from a random or Poisson process. In each region, a fractal dimension is 
defined and values range from 0.126 to 0.255. The variation in fractal dimension 
does not correlate with the number of earthquakes considered. The fractal behavior 
of the region is best defined (minimum scatter) for the highest value of fractal 
dimension. A particularly well-defined fractal distribution is found for the back arc 
region D. This region did not have a major earthquake during the period of the 
study but the seismicity was strongly clustered. 

In fact, it would be surprising if seismicity in a region was random. An increase 
in the state of stress in a region would be expected to cause clustering of seismicity. 
Earthquakes would be expected to occur with a variety of magnitudes. The depend- 
ence of frequency on magnitude generally satisfies the fractal or scale-invariant 
condition. Thus, it would not be surprising if the temporal occurrence of seismicity 
also satisfies a fractal or scale-invariant condition. 

The results presented in this paper are clearly preliminary in nature. The primary 
purpose is to present the fractal approach to seismic clustering. Earthquakes 
represent a five-dimensional set of events: time, three space dimensions and mag- 
nitude. Clustering can be studied in any subset of these dimensions. One goal of 
this type of investigation would be to determine whether a change in the fractal 
dimension associated with the clustering of earthquakes may be a precursor for a 
major earthquake. 
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