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See Aster and Borchers, Time Series Analysis, chapter 2.
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Run matlab program sumcosine

We can use an infinitely smooth and periodic function to construct an 
infinitely discontinuous function.  For example, a sum of cosines (or sines) 
becomes a delta function.
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Run matlab program sumcosine

We can use an infinitely smooth and periodic function to construct an 
infinitely discontinuous function.  For example, a sum of cosines (or sines) 
becomes a delta function.

𝑠𝑖𝑛𝑐 𝑥 = '
1, 𝑥 = 0

sin(𝑥)
𝑥 , 𝑥 ≠ 0

lim
!→#

1
𝑎 𝑠𝑖𝑛𝑐

𝑥
𝑎 = 𝛿(𝑥)
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Fourier theory tells us we can decompose a reasonably well behaved signal in 
time (or space) into its frequency components (complex sinusoids).

Recall, 𝑒$% = cos 𝜃 + 𝑖 sin 𝜃

𝑒$&'() = cos 2𝜋𝑓𝑡 + 𝑖𝑠𝑖𝑛 2𝜋𝑓𝑡

Where f is in Hz (cycles/s) and t is in seconds

Sometimes, we use radians (units of 1/seconds)

𝑒$*) = cos 𝜔𝑡 + 𝑖𝑠𝑖𝑛 𝜔𝑡
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Given the impulse response, ℎ(𝑡), of a linear system ℎ, we can find it’s response, 
𝑔 𝑡 , to a complex unit sinusoid, 𝑒$&'(), by convolution.

ℎ𝑒$&'() 𝑔(𝑡)



6

Given the impulse response, ℎ(𝑡), of a linear system ℎ, we can find it’s response, 
𝑔 𝑡 , to a complex unit sinusoid, 𝑒$&'(), by convolution.

𝑔 𝑡 = ℎ 𝑡 ∗ 𝑒$&'() = B
+,

,
ℎ(𝜏)𝑒$&'(()+.)𝑑𝜏

ℎ𝑒$&'() 𝑔(𝑡)
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Given the impulse response, ℎ(𝑡), of a linear system ℎ, we can find it’s response, 
𝑔 𝑡 , to a complex unit sinusoid, 𝑒$&'(), by convolution.

𝑔 𝑡 = ℎ 𝑡 ∗ 𝑒$&'() = B
+,

,
ℎ(𝜏)𝑒$&'(()+.)𝑑𝜏

= 𝑒$&'()B
+,

,
ℎ(𝜏)𝑒+$&'(.𝑑𝜏

ℎ𝑒$&'() 𝑔(𝑡)
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Given the impulse response, ℎ(𝑡), of a linear system ℎ, we can find it’s response, 
𝑔 𝑡 , to a complex unit sinusoid, 𝑒$&'(), by convolution.

𝑔 𝑡 = ℎ 𝑡 ∗ 𝑒$&'() = B
+,

,
ℎ(𝜏)𝑒$&'(()+.)𝑑𝜏

= 𝑒$&'()B
+,

,
ℎ(𝜏)𝑒+$&'(.𝑑𝜏

input amp phase

ℎ𝑒$&'() 𝑔(𝑡)
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Given the impulse response, ℎ(𝑡), of a linear system ℎ, we can find it’s response, 
𝑔 𝑡 , to a complex unit sinusoid, 𝑒$&'(), by convolution.

𝑔 𝑡 = ℎ 𝑡 ∗ 𝑒$&'() = B
+,

,
ℎ(𝜏)𝑒$&'(()+.)𝑑𝜏

= 𝑒$&'()B
+,

,
ℎ(𝜏)𝑒+$&'(.𝑑𝜏

input amp phase

This tells us that the response of a linear system to a complex sinusoid 
remains unchanged in functional form and only the input’s amplitude and 
phase are modified.

ℎ𝑒$&'() 𝑔(𝑡)
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t

amplitude

phase
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In fact, 𝑔 𝑡 = 𝑒$&'() ∫+,
, ℎ(𝜏)𝑒+$&'(.𝑑𝜏 ≡ 𝑒$&'()𝐻(𝑓)

Where H(𝑓) is the frequency domain impulse response of the linear system.



12

In fact, 𝑔 𝑡 = 𝑒$&'() ∫+,
, ℎ(𝜏)𝑒+$&'(.𝑑𝜏 ≡ 𝑒$&'()𝐻(𝑓)

Where H(𝑓) is the frequency domain impulse response of the linear system.

And in general, the Fourier Transform (not to be confused with the Fourier 
series) is thus defined for an arbitrary 𝜙 𝑡  as,

Φ 𝑓 = 𝐹 𝜙(𝑡) ≡ B
+,

,
𝜙(𝑡)𝑒+$&'()𝑑𝑡Forward Transform
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In fact, 𝑔 𝑡 = 𝑒$&'() ∫+,
, ℎ(𝜏)𝑒+$&'(.𝑑𝜏 ≡ 𝑒$&'()𝐻(𝑓)

Where H(𝑓) is the frequency domain impulse response of the linear system.

And in general, the Fourier Transform (not to be confused with the Fourier 
series) is thus defined for an arbitrary 𝜙 𝑡  as,

Φ 𝑓 = 𝐹 𝜙(𝑡) ≡ B
+,

,
𝜙(𝑡)𝑒+$&'()𝑑𝑡

𝜙 𝑡 = 𝐹+0 Φ(𝑓) ≡ B
+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓

Forward Transform

Inverse Transform
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• In some cases it may be more convenient to use 𝜔 = 2𝜋𝑓 though this 
requires a normalization factor of ⁄1 2𝜋 on the inverse transform. 
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• In some cases it may be more convenient to use 𝜔 = 2𝜋𝑓 though this 
requires a normalization factor of ⁄1 2𝜋 on the inverse transform.  

• Some, particularly symmetry minded physicists, put ⁄1 2𝜋 on both.  
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• In some cases it may be more convenient to use 𝜔 = 2𝜋𝑓 though this 
requires a normalization factor of ⁄1 2𝜋 on the inverse transform.  

• Some, particularly symmetry minded physicists, put ⁄1 2𝜋 on both.  
• Some, particularly in engineering fields, use j instead of i.
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• In some cases it may be more convenient to use 𝜔 = 2𝜋𝑓 though this 
requires a normalization factor of ⁄1 2𝜋 on the inverse transform.  

• Some, particularly symmetry minded physicists, put ⁄1 2𝜋 on both.  
• Some, particularly in engineering fields, use j instead of i.
• In some cases, complex frequency is used.
• Know your convention.
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• In some cases it may be more convenient to use 𝜔 = 2𝜋𝑓 though this 
requires a normalization factor of ⁄1 2𝜋 on the inverse transform.  

• Some, particularly symmetry minded physicists, put ⁄1 2𝜋 on both.  
• Some, particularly in engineering fields, use j instead of i.
• In some cases, complex frequency is used.
• Know your convention.

Φ 𝜔 = 𝐹 𝜙(𝑡) ≡ B
+,

,
𝜙(𝑡)𝑒+$*)𝑑𝑡

𝜙 𝑡 = 𝐹+0 Φ(𝜔) ≡
1
2𝜋B+,

,
Φ(𝜔)𝑒$*)𝑑𝜔

Forward Transform

Inverse Transform
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• In some cases it may be more convenient to use 𝜔 = 2𝜋𝑓 though this 
requires a normalization factor of ⁄1 2𝜋 on the inverse transform.  

• Some, particularly symmetry minded physicists, put ⁄1 2𝜋 on both.  
• Some, particularly in engineering fields, use j instead of i.
• In some cases, complex frequency is used.
• Know your convention.

Another way to view the inverse transform is decomposing 𝜙 𝑡  into it’s 
individual frequency components each with its own amplitude and phase.

Φ 𝜔 = 𝐹 𝜙(𝑡) ≡ B
+,

,
𝜙(𝑡)𝑒+$*)𝑑𝑡

𝜙 𝑡 = 𝐹+0 Φ(𝜔) ≡
1
2𝜋B+,

,
Φ(𝜔)𝑒$*)𝑑𝜔

Forward Transform

Inverse Transform
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It is common in the physical sciences to characterize linear systems as a 
differential equation.  And in general,

𝑎1
𝑑1𝑦
𝑑𝑡1 + 𝑎1+0

𝑑1+0𝑦
𝑑𝑡1+0 + 𝑎1+&

𝑑1+&𝑦
𝑑𝑡1+& +⋯+ 𝑎0

𝑑0𝑦
𝑑𝑡0 + 𝑎#𝑦

= 𝑏2
𝑑2𝑥
𝑑𝑡2 + 𝑏2+0

𝑑2+0𝑥
𝑑𝑡2+0 + 𝑏2+&

𝑑2+&𝑥
𝑑𝑡2+& +⋯+ 𝑏0

𝑑0𝑥
𝑑𝑡0 + 𝑏#𝑥
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It is common in the physical sciences to characterize linear systems as a 
differential equation.  And in general,

𝑎1
𝑑1𝑦
𝑑𝑡1 + 𝑎1+0

𝑑1+0𝑦
𝑑𝑡1+0 + 𝑎1+&

𝑑1+&𝑦
𝑑𝑡1+& +⋯+ 𝑎0

𝑑0𝑦
𝑑𝑡0 + 𝑎#𝑦

= 𝑏2
𝑑2𝑥
𝑑𝑡2 + 𝑏2+0

𝑑2+0𝑥
𝑑𝑡2+0 + 𝑏2+&

𝑑2+&𝑥
𝑑𝑡2+& +⋯+ 𝑏0

𝑑0𝑥
𝑑𝑡0 + 𝑏#𝑥

Recall that in general, the response of a linear system to a complex sinusoid 
remains unchanged in functional form and only the input’s amplitude and 
phase are modified.

𝑔 𝑡 = ℎ 𝑡 ∗ 𝑒$&'() = 𝑒$&'() ∫+,
, ℎ(𝜏)𝑒+$&'(.𝑑𝜏 ≡ 𝑒$&'()𝐻(𝑓)
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It is common in the physical sciences to characterize linear systems as a 
differential equation.  And in general,

𝑎1
𝑑1𝑦
𝑑𝑡1 + 𝑎1+0

𝑑1+0𝑦
𝑑𝑡1+0 + 𝑎1+&

𝑑1+&𝑦
𝑑𝑡1+& +⋯+ 𝑎0

𝑑0𝑦
𝑑𝑡0 + 𝑎#𝑦

= 𝑏2
𝑑2𝑥
𝑑𝑡2 + 𝑏2+0

𝑑2+0𝑥
𝑑𝑡2+0 + 𝑏2+&

𝑑2+&𝑥
𝑑𝑡2+& +⋯+ 𝑏0

𝑑0𝑥
𝑑𝑡0 + 𝑏#𝑥

Let 𝑥 𝑡 = 𝑒$&'() (a complex sinusoid input), then 𝑦 𝑡 = Φ(𝑓)𝑒$&'()

𝜙𝑒$&'() 𝑦(𝑡)
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It is common in the physical sciences to characterize linear systems as a 
differential equation.  And in general,

𝑎1
𝑑1𝑦
𝑑𝑡1 + 𝑎1+0

𝑑1+0𝑦
𝑑𝑡1+0 + 𝑎1+&

𝑑1+&𝑦
𝑑𝑡1+& +⋯+ 𝑎0

𝑑0𝑦
𝑑𝑡0 + 𝑎#𝑦

= 𝑏2
𝑑2𝑥
𝑑𝑡2 + 𝑏2+0

𝑑2+0𝑥
𝑑𝑡2+0 + 𝑏2+&

𝑑2+&𝑥
𝑑𝑡2+& +⋯+ 𝑏0

𝑑0𝑥
𝑑𝑡0 + 𝑏#𝑥

Let 𝑥 𝑡 = 𝑒$&'() (a complex sinusoid input), then 𝑦 𝑡 = Φ(𝑓)𝑒$&'()

Where in this case, 𝑥 𝑡  is the input to the linear system characterized by the 
differential equation with frequency domain impulse response Φ(𝑓) and output 𝑦(𝑡).

Φ 𝑓 = B
+,

,
𝜙(𝑡)𝑒+$&'()𝑑𝑡 = 𝐹[𝜙 𝑡 ]



24Now plug in our values for x and y.

𝑎1
𝑑1

𝑑𝑡1
Φ(𝑓)𝑒$&'() + 𝑎1+0

𝑑1+0

𝑑𝑡1+0
Φ(𝑓)𝑒$&'() + 𝑎1+&

𝑑1+&

𝑑𝑡1+&
Φ(𝑓)𝑒$&'() +⋯

+ 𝑎0
𝑑0

𝑑𝑡0 Φ(𝑓)𝑒$&'() + 𝑎# Φ(𝑓)𝑒$&'()

= 𝑏2
𝑑2

𝑑𝑡2 𝑒$&'() + 𝑏2+0
𝑑2+0

𝑑𝑡2+0 𝑒$&'() + 𝑏2+&
𝑑2+&

𝑑𝑡2+& 𝑒$&'() +⋯

+ 𝑏0
𝑑0

𝑑𝑡0 𝑒$&'() + 𝑏#𝑒$&'()



25Now plug in our values for x and y.

𝑎1
𝑑1

𝑑𝑡1
Φ(𝑓)𝑒$&'() + 𝑎1+0

𝑑1+0

𝑑𝑡1+0
Φ(𝑓)𝑒$&'() + 𝑎1+&

𝑑1+&

𝑑𝑡1+&
Φ(𝑓)𝑒$&'() +⋯

+ 𝑎0
𝑑0

𝑑𝑡0 Φ(𝑓)𝑒$&'() + 𝑎# Φ(𝑓)𝑒$&'()

= 𝑏2
𝑑2

𝑑𝑡2 𝑒$&'() + 𝑏2+0
𝑑2+0

𝑑𝑡2+0 𝑒$&'() + 𝑏2+&
𝑑2+&

𝑑𝑡2+& 𝑒$&'() +⋯

+ 𝑏0
𝑑0

𝑑𝑡0 𝑒$&'() + 𝑏#𝑒$&'()

We know that 3
!4
3)!

= 3!

3)!
𝑒$&'() = 2𝜋𝑖𝑓 2𝑒$&'() and that Φ(𝑓) does not depend on t.



26Now plug in our values for x and y.

𝑎1
𝑑1

𝑑𝑡1
Φ(𝑓)𝑒$&'() + 𝑎1+0

𝑑1+0

𝑑𝑡1+0
Φ(𝑓)𝑒$&'() + 𝑎1+&

𝑑1+&

𝑑𝑡1+&
Φ(𝑓)𝑒$&'() +⋯

+ 𝑎0
𝑑0

𝑑𝑡0 Φ(𝑓)𝑒$&'() + 𝑎# Φ(𝑓)𝑒$&'()

= 𝑏2
𝑑2

𝑑𝑡2 𝑒$&'() + 𝑏2+0
𝑑2+0

𝑑𝑡2+0 𝑒$&'() + 𝑏2+&
𝑑2+&

𝑑𝑡2+& 𝑒$&'() +⋯

+ 𝑏0
𝑑0

𝑑𝑡0 𝑒$&'() + 𝑏#𝑒$&'()

We know that 3
!4
3)!

= 3!

3)!
𝑒$&'() = 2𝜋𝑖𝑓 2𝑒$&'$() and that Φ(𝑓) does not depend on t.

Φ 𝑓 𝑎1 𝑖2𝜋𝑓 1𝑒$&'() + 𝑎1+0 𝑖2𝜋𝑓 1+0𝑒$&'() +⋯+ 𝑎0 𝑖2𝜋𝑓 0𝑒$&'() + 𝑎#𝑒$&'()

= 𝑏2 𝑖2𝜋𝑓 2𝑒$&'() + 𝑏2+0 𝑖2𝜋𝑓 2+0𝑒$&'() +⋯+ 𝑏0 𝑖2𝜋𝑓 0𝑒$&'() + 𝑏#𝑒$&'()
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Divide through by 𝑒$&'()

Φ 𝑓 𝑎1 𝑖2𝜋𝑓 1 + 𝑎1+0 𝑖2𝜋𝑓 1+0 +⋯+ 𝑎0 𝑖2𝜋𝑓 0 + 𝑎#
= 𝑏2 𝑖2𝜋𝑓 2 + 𝑏2+0 𝑖2𝜋𝑓 2+0 +⋯+ 𝑏0 𝑖2𝜋𝑓 0 + 𝑏#
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Divide through by 𝑒$&'()

Φ 𝑓 𝑎1 𝑖2𝜋𝑓 1 + 𝑎1+0 𝑖2𝜋𝑓 1+0 +⋯+ 𝑎0 𝑖2𝜋𝑓 0 + 𝑎#
= 𝑏2 𝑖2𝜋𝑓 2 + 𝑏2+0 𝑖2𝜋𝑓 2+0 +⋯+ 𝑏0 𝑖2𝜋𝑓 0 + 𝑏#

Solve for Φ(𝑓)

Φ 𝑓 =
𝑏2 𝑖2𝜋𝑓 2 + 𝑏2+0 𝑖2𝜋𝑓 2+0 +⋯+ 𝑏0 𝑖2𝜋𝑓 0 + 𝑏#
𝑎1 𝑖2𝜋𝑓 1 + 𝑎1+0 𝑖2𝜋𝑓 1+0 +⋯+ 𝑎0 𝑖2𝜋𝑓 0 + 𝑎#
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Divide through by 𝑒$&'()

Φ 𝑓 𝑎1 𝑖2𝜋𝑓 1 + 𝑎1+0 𝑖2𝜋𝑓 1+0 +⋯+ 𝑎0 𝑖2𝜋𝑓 0 + 𝑎#
= 𝑏2 𝑖2𝜋𝑓 2 + 𝑏2+0 𝑖2𝜋𝑓 2+0 +⋯+ 𝑏0 𝑖2𝜋𝑓 0 + 𝑏#

Solve for Φ(𝑓)

Φ 𝑓 =
𝑏2 𝑖2𝜋𝑓 2 + 𝑏2+0 𝑖2𝜋𝑓 2+0 +⋯+ 𝑏0 𝑖2𝜋𝑓 0 + 𝑏#
𝑎1 𝑖2𝜋𝑓 1 + 𝑎1+0 𝑖2𝜋𝑓 1+0 +⋯+ 𝑎0 𝑖2𝜋𝑓 0 + 𝑎#

=
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7
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Divide through by 𝑒$&'()

Φ 𝑓 𝑎1 𝑖2𝜋𝑓 1 + 𝑎1+0 𝑖2𝜋𝑓 1+0 +⋯+ 𝑎0 𝑖2𝜋𝑓 0 + 𝑎#
= 𝑏2 𝑖2𝜋𝑓 2 + 𝑏2+0 𝑖2𝜋𝑓 2+0 +⋯+ 𝑏0 𝑖2𝜋𝑓 0 + 𝑏#

Solve for Φ(𝑓)

Φ 𝑓 =
𝑏2 𝑖2𝜋𝑓 2 + 𝑏2+0 𝑖2𝜋𝑓 2+0 +⋯+ 𝑏0 𝑖2𝜋𝑓 0 + 𝑏#
𝑎1 𝑖2𝜋𝑓 1 + 𝑎1+0 𝑖2𝜋𝑓 1+0 +⋯+ 𝑎0 𝑖2𝜋𝑓 0 + 𝑎#

=
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Roots of polynomial are the zeros

Roots of polynomial are the poles
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Recall the quadratic equation,  𝑎𝑥& + 𝑏𝑥 + 𝑐 = 0, has roots at 𝑥 = +8± 8"+:!;
&!
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Recall the quadratic equation,  𝑎𝑥& + 𝑏𝑥 + 𝑐 = 0, has roots at 𝑥 = +8± 8"+:!;
&!

The above equation is a 2nd order polynomial.

Our generic linear system characterized by the impulse response, Φ(𝑓), has an 
𝑚)< order polynomial in the numerator and an 𝑛)<order polynomial in the 
denominator.
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Recall the quadratic equation,  𝑎𝑥& + 𝑏𝑥 + 𝑐 = 0, has roots at 𝑥 = +8± 8"+:!;
&!

The above equation is a 2nd order polynomial.

Φ(𝑓) =
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Our generic linear system characterized by the impulse response, Φ(𝑓), has an 
𝑚)< order polynomial in the numerator and an 𝑛)<order polynomial in the 
denominator.
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Recall the quadratic equation,  𝑎𝑥& + 𝑏𝑥 + 𝑐 = 0, has roots at 𝑥 = +8± 8"+:!;
&!

The above equation is a 2nd order polynomial.

Φ(𝑓) =
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Roots of polynomial are the zeros 
(where the numerator is 0)

Our generic linear system characterized by the impulse response, Φ(𝑓), has an 
𝑚)< order polynomial in the numerator and an 𝑛)<order polynomial in the 
denominator.
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Recall the quadratic equation,  𝑎𝑥& + 𝑏𝑥 + 𝑐 = 0, has roots at 𝑥 = +8± 8"+:!;
&!

The above equation is a 2nd order polynomial.

Φ(𝑓) =
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Roots of polynomial are the zeros 
(where the numerator is 0)

Roots of polynomial are the poles 
(where the denominator is 0)

Our generic linear system characterized by the impulse response, Φ(𝑓), has an 
𝑚)< order polynomial in the numerator and an 𝑛)<order polynomial in the 
denominator.
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Recall the quadratic equation,  𝑎𝑥& + 𝑏𝑥 + 𝑐 = 0, has roots at 𝑥 = +8± 8"+:!;
&!

The above equation is a 2nd order polynomial.

Φ(𝑓) =
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Roots of polynomial are the zeros 
(where the numerator is 0)

Roots of polynomial are the poles 
(where the denominator is 0)

Our generic linear system characterized by the impulse response, Φ(𝑓), has an 
𝑚)< order polynomial in the numerator and an 𝑛)<order polynomial in the 
denominator.

How many poles are there? 
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Recall the quadratic equation,  𝑎𝑥& + 𝑏𝑥 + 𝑐 = 0, has roots at 𝑥 = +8± 8"+:!;
&!

The above equation is a 2nd order polynomial.

Φ(𝑓) =
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Roots of polynomial are the zeros 
(where the numerator is 0)

Roots of polynomial are the poles 
(where the denominator is 0)

Our generic linear system characterized by the impulse response, Φ(𝑓), has an 
𝑚)< order polynomial in the numerator and an 𝑛)<order polynomial in the 
denominator.

How many poles are there? 

n poles
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Recall the quadratic equation,  𝑎𝑥& + 𝑏𝑥 + 𝑐 = 0, has roots at 𝑥 = +8± 8"+:!;
&!

The above equation is a 2nd order polynomial.

Φ(𝑓) =
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Roots of polynomial are the zeros 
(where the numerator is 0)

Roots of polynomial are the poles 
(where the denominator is 0)

Our generic linear system characterized by the impulse response, Φ(𝑓), has an 
𝑚)< order polynomial in the numerator and an 𝑛)<order polynomial in the 
denominator.

How many poles are there? 

n poles

How many zeros? 
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Recall the quadratic equation,  𝑎𝑥& + 𝑏𝑥 + 𝑐 = 0, has roots at 𝑥 = +8± 8"+:!;
&!

The above equation is a 2nd order polynomial.

Φ(𝑓) =
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Roots of polynomial are the zeros 
(where the numerator is 0)

Roots of polynomial are the poles 
(where the denominator is 0)

Our generic linear system characterized by the impulse response, Φ(𝑓), has an 
𝑚)< order polynomial in the numerator and an 𝑛)<order polynomial in the 
denominator.

How many poles are there? 

n poles

How many zeros? 

m zeros
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Φ(𝑓) =
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Φ(𝑓) is the frequency domain response of our linear system described by the 
differential equation.

𝜙 𝑡 = 𝐹+0[Φ 𝑓 ] and 𝑦 𝑡 = 𝜙(𝑡) ∗ 𝑥(𝑡)
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Φ(𝑓) =
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Φ(𝑓) is the frequency domain response of our linear system described by the 
differential equation.

𝜙 𝑡 = 𝐹+0[Φ 𝑓 ] and 𝑦 𝑡 = 𝜙(𝑡) ∗ 𝑥(𝑡)

So if we can model our physical system with a differential equation and 
determine the weights, a and b, then we can predict the output y, for any 
given input x by convolving the input with the impulse response of the 
system.
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Φ(𝑓) =
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Now Φ(𝑓) is the frequency domain response of our linear system described by 
the differential equation.

𝜙 𝑡 = 𝐹+0[Φ 𝑓 ] and 𝑦 𝑡 = 𝜙(𝑡) ∗ 𝑥(𝑡)

So if we can model our physical system with a differential equation and 
determine the weights, a and b, then we can predict the output y, for any 
given input x by convolving the input with the impulse response of the 
system.

This is a remarkable result.  It says we can model a system, 
make a prediction, and then test the expected result against 
measured data.
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Recap

For a linear system with impulse response, 𝜙(𝑡), and a complex sinusoid 
input, the output is: 

𝑔 𝑡 = 𝜙 𝑡 ∗ 𝑒$&'() = Φ(𝑓)𝑒$&'()

and

Φ 𝑓 = 𝐹 𝜙(𝑡) = B
+,

,
𝜙(𝑡)𝑒+$&'()𝑑𝑡

𝜙 𝑡 = 𝐹+0 Φ(𝑓) = B
+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓
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And for a generic differential equation, we can use a complex sinusoid for the 
input to solve for the impulse response of the system compactly represented 
by poles and zeros.

𝑎1
𝑑1𝑦
𝑑𝑡1 + 𝑎1+0

𝑑1+0𝑦
𝑑𝑡1+0 +⋯+ 𝑎0

𝑑0𝑦
𝑑𝑡0 + 𝑎#𝑦 = 𝑏2

𝑑2𝑥
𝑑𝑡2 + 𝑏2+0

𝑑2+0𝑥
𝑑𝑡2+0 +⋯+ 𝑏0

𝑑0𝑥
𝑑𝑡0 + 𝑏#𝑥

Recap (cont.)

Let 𝑥 𝑡 = 𝑒$&'(), then 𝑦 𝑡 = Φ(𝑓)𝑒$&'()

Φ(𝑓) =
∑56#2 𝑏5 𝑖2𝜋𝑓 5

∑76#1 𝑎7 𝑖2𝜋𝑓 7

Roots of polynomial are the zeros 
(where the numerator is 0)

Roots of polynomial are the poles 
(where the denominator is 0)
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M

KD

𝜉(𝑡)

𝜉#

Recording 
drum

u(t)

Earth

Seismic Waves

A Mechanical Seismometer

After Aster and Borchers, Figure 2.1
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M

KD

𝜉(𝑡)

𝜉#

u(t)

𝜉# = 𝑚𝑎𝑠𝑠	𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚	𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛

𝜉 𝑡 = 𝑚𝑎𝑠𝑠	𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛	𝑤𝑟𝑡	𝑠𝑢𝑟𝑓𝑎𝑐𝑒	𝑜𝑓	𝑡ℎ𝑒	𝑒𝑎𝑟𝑡ℎ	𝑎𝑠	𝑎	𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛	𝑜𝑓	𝑡𝑖𝑚𝑒.

𝑢 𝑡 = 𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡	𝑜𝑓	𝑡ℎ𝑒	𝑠𝑢𝑟𝑓𝑎𝑐𝑒	𝑎𝑠	𝑎	𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛	𝑜𝑓	𝑡𝑖𝑚𝑒

𝐾 = 𝑠𝑝𝑟𝑖𝑛𝑔	𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

𝐷 = 𝑑𝑎𝑠ℎ𝑝𝑜𝑡	𝑑𝑎𝑚𝑝𝑖𝑛𝑔

𝑀 = 𝑠𝑒𝑖𝑠𝑚𝑜𝑚𝑒𝑡𝑒𝑟	𝑚𝑎𝑠𝑠
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Newton’s second law, 𝐹=> = 𝑀𝑎=> upward force is positive

Recall Hook’s law, 𝐹 𝑥 = −𝑘𝑥

Damping depends on velocity 3
3)
𝜉(𝑡)
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Newton’s second law, 𝐹=> = 𝑀𝑎=> upward force is positive

Recall Hook’s law, 𝐹 𝑥 = −𝑘𝑥

Damping depends on velocity 3
3)
𝜉(𝑡)

The force of the spring depends on displacement from equilibrium, 𝜉 𝑡 − 𝜉#

Damping force operates 
in the opposing direction 
to velocity.

Force of the 
spring.

Acceleration is second derivative 
of the mass position

−𝐷
𝑑𝜉 𝑡
𝑑𝑡

− 𝐾 𝜉 𝑡 − 𝜉# = 𝑀
𝑑&

𝑑𝑡&
𝜉 𝑡 + 𝑢(𝑡)

F Ma=
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Let 𝑧 𝑡 = 𝜉 𝑡 − 𝜉#, and 3?
3)
= 3

3)
𝜉 𝑡 = 𝑧̇

−𝐷
𝑑𝜉 𝑡
𝑑𝑡 − 𝐾 𝜉 𝑡 − 𝜉# = 𝑀

𝑑&

𝑑𝑡& 𝜉 𝑡 + 𝑢(𝑡)
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Let 𝑧 𝑡 = 𝜉 𝑡 − 𝜉#, and 3?
3)
= 3

3)
𝜉 𝑡 = 𝑧̇

−𝐷
𝑑𝜉 𝑡
𝑑𝑡 − 𝐾 𝜉 𝑡 − 𝜉# = 𝑀

𝑑&

𝑑𝑡& 𝜉 𝑡 + 𝑢(𝑡)

−𝐷𝑧̇ − 𝑘𝑧 = 𝑀𝑧̈ + 𝑀𝑢̈
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Let 𝑧 𝑡 = 𝜉 𝑡 − 𝜉#, and 3?
3)
= 3

3)
𝜉 𝑡 = 𝑧̇

−𝐷
𝑑𝜉 𝑡
𝑑𝑡 − 𝐾 𝜉 𝑡 − 𝜉# = 𝑀

𝑑&

𝑑𝑡& 𝜉 𝑡 + 𝑢(𝑡)

−𝐷𝑧̇ − 𝑘𝑧 = 𝑀𝑧̈ + 𝑀𝑢̈ 𝑀𝑧̈ + 𝐷𝑧̇ + 𝑘𝑧 = −𝑀𝑢̈
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Let 𝑧 𝑡 = 𝜉 𝑡 − 𝜉#, and 3?
3)
= 3

3)
𝜉 𝑡 = 𝑧̇

−𝐷
𝑑𝜉 𝑡
𝑑𝑡 − 𝐾 𝜉 𝑡 − 𝜉# = 𝑀

𝑑&

𝑑𝑡& 𝜉 𝑡 + 𝑢(𝑡)

−𝐷𝑧̇ − 𝑘𝑧 = 𝑀𝑧̈ + 𝑀𝑢̈ 𝑀𝑧̈ + 𝐷𝑧̇ + 𝑘𝑧 = −𝑀𝑢̈

𝑧̈ +
𝐷
𝑀 𝑧̇ +

𝐾
𝑀 𝑧 = −𝑢̈
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Let 𝑧 𝑡 = 𝜉 𝑡 − 𝜉#, and 3?
3)
= 3

3)
𝜉 𝑡 = 𝑧̇

−𝐷
𝑑𝜉 𝑡
𝑑𝑡 − 𝐾 𝜉 𝑡 − 𝜉# = 𝑀

𝑑&

𝑑𝑡& 𝜉 𝑡 + 𝑢(𝑡)

−𝐷𝑧̇ − 𝑘𝑧 = 𝑀𝑧̈ + 𝑀𝑢̈ 𝑀𝑧̈ + 𝐷𝑧̇ + 𝑘𝑧 = −𝑀𝑢̈

𝑧̈ +
𝐷
𝑀 𝑧̇ +

𝐾
𝑀 𝑧 = −𝑢̈

Let 2𝜁 = @
A The seismometer damping coefficient.

and 𝜔B& =
C
A The natural period of the seismometer.
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Let 𝑧 𝑡 = 𝜉 𝑡 − 𝜉#, and 3?
3)
= 3

3)
𝜉 𝑡 = 𝑧̇

−𝐷
𝑑𝜉 𝑡
𝑑𝑡 − 𝐾 𝜉 𝑡 − 𝜉# = 𝑀

𝑑&

𝑑𝑡& 𝜉 𝑡 + 𝑢(𝑡)

−𝐷𝑧̇ − 𝑘𝑧 = 𝑀𝑧̈ + 𝑀𝑢̈ 𝑀𝑧̈ + 𝐷𝑧̇ + 𝑘𝑧 = −𝑀𝑢̈

𝑧̈ +
𝐷
𝑀 𝑧̇ +

𝐾
𝑀 𝑧 = −𝑢̈

Let 2𝜁 = @
A The seismometer damping coefficient.

and 𝜔B& =
C
A The natural period of the seismometer.

then 𝑧̈ + 2𝜁𝑧̇ + 𝜔B&𝑧 = −𝑢̈
The differential equation describing our 
linear system, a mechanical 
seismometer.
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𝑧̈ + 2𝜁𝑧̇ + 𝜔B&𝑧 = −𝑢̈
𝑢(𝑡) is the input

𝑧(𝑡) is the output

𝜙𝑢(𝑡) 𝑧(𝑡)
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𝑧̈ + 2𝜁𝑧̇ + 𝜔B&𝑧 = −𝑢̈
𝑢(𝑡) is the input

𝑧(𝑡) is the output

Let the input 𝑢 𝑡 = 𝑒$&'(), a complex sinusoid

the complex sinusoid input multiplied by 
the frequency domain impulse response of 
the linear system.

Then the output 𝑧 𝑡 = Φ(𝑓)𝑒$&'()

𝜙𝑒$&'() 𝑧(𝑡)
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𝑧̈ + 2𝜁𝑧̇ + 𝜔B&𝑧 = −𝑢̈
𝑢(𝑡) is the input

𝑧(𝑡) is the output

Let the input 𝑢 𝑡 = 𝑒$&'(), a complex sinusoid

the complex sinusoid input multiplied by 
the frequency domain impulse response of 
the linear system.

Then the output 𝑧 𝑡 = Φ(𝑓)𝑒$&'()

𝑢̈ = 𝑖2𝜋𝑓 &𝑒$&'() = −𝜔&𝑒$*)

𝑧̇ = 𝑖𝜔𝑒$*)Φ(𝜔) 𝑧̈ = −𝜔&𝑒$*)Φ(𝜔)and
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𝑧̈ + 2𝜁𝑧̇ + 𝜔B&𝑧 = −𝑢̈
𝑢(𝑡) is the input

𝑧(𝑡) is the output

Let the input 𝑢 𝑡 = 𝑒$&'(), a complex sinusoid

the complex sinusoid input multiplied by 
the frequency domain impulse response of 
the linear system.

Then the output 𝑧 𝑡 = Φ(𝑓)𝑒$&'()

𝑢̈ = 𝑖2𝜋𝑓 &𝑒$&'() = −𝜔&𝑒$*)

𝑧̇ = 𝑖𝜔𝑒$*)Φ(𝜔) 𝑧̈ = −𝜔&𝑒$*)Φ(𝜔)and

−𝜔&𝑒$*)Φ 𝜔 + 2𝜁𝑖𝜔𝑒$*)Φ 𝜔 + 𝜔B&𝑒$*)Φ 𝜔 = 𝜔&𝑒$*)
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−𝜔&𝑒$*)Φ 𝜔 + 2𝜁𝑖𝜔𝑒$*)Φ 𝜔 + 𝜔B&𝑒$*)Φ 𝜔 = 𝜔&𝑒$*)
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−𝜔&𝑒$*)Φ 𝜔 + 2𝜁𝑖𝜔𝑒$*)Φ 𝜔 + 𝜔B&𝑒$*)Φ 𝜔 = 𝜔&𝑒$*)

Φ 𝜔 𝑒$*) −𝜔& + 2𝜁𝑖𝜔 + 𝜔B& = 𝜔&𝑒$*)
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−𝜔&𝑒$*)Φ 𝜔 + 2𝜁𝑖𝜔𝑒$*)Φ 𝜔 + 𝜔B&𝑒$*)Φ 𝜔 = 𝜔&𝑒$*)

Φ 𝜔 𝑒$*) −𝜔& + 2𝜁𝑖𝜔 + 𝜔B& = 𝜔&𝑒$*)

Φ 𝜔 =
𝜔&

−𝜔& + 2𝜁𝑖𝜔 + 𝜔B&
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−𝜔&𝑒$*)Φ 𝜔 + 2𝜁𝑖𝜔𝑒$*)Φ 𝜔 + 𝜔B&𝑒$*)Φ 𝜔 = 𝜔&𝑒$*)

Φ 𝜔 𝑒$*) −𝜔& + 2𝜁𝑖𝜔 + 𝜔B& = 𝜔&𝑒$*)

Φ 𝜔 =
𝜔&

−𝜔& + 2𝜁𝑖𝜔 + 𝜔B&

Φ 𝜔 =
−𝜔&

𝜔& − 2𝜁𝑖𝜔 − 𝜔B&

This is the frequency domain impulse response of our system (aka transfer 
function); the transfer function (or response) of the mechanical seismometer. 
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−𝜔&𝑒$*)Φ 𝜔 + 2𝜁𝑖𝜔𝑒$*)Φ 𝜔 + 𝜔B&𝑒$*)Φ 𝜔 = 𝜔&𝑒$*)

Φ 𝜔 𝑒$*) −𝜔& + 2𝜁𝑖𝜔 + 𝜔B& = 𝜔&𝑒$*)

Φ 𝜔 =
𝜔&

−𝜔& + 2𝜁𝑖𝜔 + 𝜔B&

Φ 𝜔 =
−𝜔&

𝜔& − 2𝜁𝑖𝜔 − 𝜔B&

This is the frequency domain impulse response of our system (aka transfer 
function); the transfer function (or response) of the mechanical seismometer. 

How many poles are there?
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−𝜔&𝑒$*)Φ 𝜔 + 2𝜁𝑖𝜔𝑒$*)Φ 𝜔 + 𝜔B&𝑒$*)Φ 𝜔 = 𝜔&𝑒$*)

Φ 𝜔 𝑒$*) −𝜔& + 2𝜁𝑖𝜔 + 𝜔B& = 𝜔&𝑒$*)

Φ 𝜔 =
𝜔&

−𝜔& + 2𝜁𝑖𝜔 + 𝜔B&

Φ 𝜔 =
−𝜔&

𝜔& − 2𝜁𝑖𝜔 − 𝜔B&

This is the frequency domain impulse response of our system (aka transfer 
function); the transfer function (or response) of the mechanical seismometer. 

How many poles are there? How many zeros?
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𝑧 = 𝑎 + 𝑖𝑏	
𝑟 = 𝑎& + 𝑏&	

𝜃 = tan+0
𝑏
𝑎

Real

Imag

a

b

r 𝜃

Recall

𝑎 + 𝑖𝑏
𝑐 + 𝑖𝑑 =

𝑎 + 𝑖𝑏 𝑐 − 𝑖𝑑
𝑐 + 𝑖𝑑 𝑐 − 𝑖𝑑 =

𝑎𝑐 + 𝑏𝑑 + 𝑖 𝑏𝑐 − 𝑎𝑑
𝑐& + 𝑑&

We can now find the amplitude response, Φ(𝜔) , and the phase response, 𝜃(𝜔).
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After some algebra we find,

Φ(𝜔) =
𝜔&

𝜔& − 𝜔B& & + 4𝜁&𝜔& D0 &
and 𝜃(𝜔) = 𝜋 − tan+0

−2𝜁𝜔
𝜔& − 𝜔B&

The amplitude response. The phase response.
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After some algebra we find,

Φ(𝜔) =
𝜔&

𝜔& − 𝜔B& & + 4𝜁&𝜔& D0 &
and 𝜃(𝜔) = 𝜋 − tan+0

−2𝜁𝜔
𝜔& − 𝜔B&

The amplitude response. The phase response.

We can gain insight into the behavior of this linear system, the seismometer, by 
examining the behavior of the impulse response at extremes of high and low 
frequencies.

lim
*≫*#

Φ(𝜔) ≈
𝜔&

𝜔: + 4𝜁&𝜔& D0 &
=

𝜔
𝜔& + 4𝜁

≈ 1
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After some algebra we find,

Φ(𝜔) =
𝜔&

𝜔& − 𝜔B& & + 4𝜁&𝜔& D0 &
and 𝜃(𝜔) = 𝜋 − tan+0

−2𝜁𝜔
𝜔& − 𝜔B&

The amplitude response. The phase response.

We can gain insight into the behavior of this linear system, the seismometer, by 
examining the behavior of the impulse response at extremes of high and low 
frequencies.

lim
*≫*#

Φ(𝜔) ≈
𝜔&

𝜔: + 4𝜁&𝜔& D0 &
=

𝜔
𝜔& + 4𝜁

≈ 1

lim
*≫*#

𝜃 𝜔 ≈ 𝜋 − tan+0
−2𝜁𝜔
𝜔& = 𝜋 − tan+0

−2𝜁
𝜔 ≈ 𝜋
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lim
*≫*#

Φ(𝜔) ≈
𝜔&

𝜔: + 4𝜁&𝜔& D0 &
=

𝜔
𝜔& + 4𝜁

≈ 1

lim
*≫*#

𝜃 𝜔 ≈ 𝜋 − tan+0
−2𝜁𝜔
𝜔& = 𝜋 − tan+0

−2𝜁
𝜔 ≈ 𝜋

The seismometer mass is moving perfectly in sync with the input ground motion but 
180° out of phase.  The frequency is so high making the up and down motion so fast, 
that the mass is essentially still from an external reference frame while the rest of the 
pendulum moves up and down with the ground motion u(t).  That is ξ ≈ −𝑢.

M

KD

𝜉(𝑡)

𝜉#

u(t)

𝜔
≫
𝜔
B
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lim
*≪*#

Φ(𝜔) =
𝜔&

𝜔B&
𝜔&

𝜔B&
− 1

&
+ 4𝜁& 𝜔

𝜔B
&
≈
𝜔&

𝜔B&
≈ 0

Now for very low frequencies,
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lim
*≪*#

Φ(𝜔) =
𝜔&

𝜔B&
𝜔&

𝜔B&
− 1

&
+ 4𝜁& 𝜔

𝜔B
&
≈
𝜔&

𝜔B&
≈ 0

Now for very low frequencies,

It stops responding at all! Picture moving the frame up and down very slowly. 
Move it so slow that the spring never stretches or compresses.  So that 𝜁 𝑡 = 𝜁#, 
a constant independent of u(t). That is z(t)=0.

M

KD

𝜉(𝑡)

𝜉#

u(t)

𝜔
≪
𝜔
B
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M

KD

𝜉(𝑡)

𝜉#

u(t)

Earth

Seismic Waves

Convert our Mechanical Seismometer to an induction output

V Voltmeter
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We’re now measuring the mass velocity (𝑧̇) from a displacement input u(t). 

Use the same complex sinusoid input, 𝑢 𝑡 = 𝑒$*)

The displacement output is still, z = Φ3$B>(𝑓)𝑒$*)

And 𝑧̇ = 𝑖𝜔𝑒$*)Φ3$B>(𝑓)
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We’re now measuring the mass velocity (𝑧̇) from a displacement input u(t). 

Use the same complex sinusoid input, 𝑢 𝑡 = 𝑒$*)

The displacement output is still, z = Φ3$B>(𝑓)𝑒$*)

And 𝑧̇ = 𝑖𝜔𝑒$*)Φ3$B>(𝑓)

We’ll see later that if 𝜙 𝑡 ∗ 𝑥 𝑡 = 𝑦 𝑡 , then Φ 𝑓 = G(()
H(()

Thus, Φ3$B> 𝑓 = ?(*)
=(*)

 and Φ$13=;)$I1 𝑓 = ?̇(*)
=(*)

= 𝑖𝜔Φ3$B>(𝑓)
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We’re now measuring the mass velocity (𝑧̇) from a displacement input u(t). 

Use the same complex sinusoid input, 𝑢 𝑡 = 𝑒$*)

The displacement output is still, z = Φ3$B>(𝑓)𝑒$*)

And 𝑧̇ = 𝑖𝜔𝑒$*)Φ3$B>(𝑓)

We’ll see later that if 𝜙 𝑡 ∗ 𝑥 𝑡 = 𝑦 𝑡 , then Φ 𝑓 = G(()
H(()

Thus, Φ3$B> 𝑓 = ?(*)
=(*)

 and Φ$13=;)$I1 𝑓 = ?̇(*)
=(*)

= 𝑖𝜔Φ3$B>(𝑓)

Φ$13=;) 𝜔 =
−𝑖𝜔K

𝜔& − 2𝜁𝑖𝜔 − 𝜔B&



77

Φ$13=;) 𝜔 =
−𝑖𝜔K

𝜔& − 2𝜁𝑖𝜔 − 𝜔B&

That means that to convert Φ(𝜔) to velocity output, we need only multiply by 𝑖𝜔; 
“add” a zero.
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Φ$13=;) 𝜔 =
−𝑖𝜔K

𝜔& − 2𝜁𝑖𝜔 − 𝜔B&

That means that to convert Φ(𝜔) to velocity output, we need only multiply by 𝑖𝜔; 
“add” a zero.

To measure velocity output as a function of velocity input, divide by 𝑖𝜔; 
remove a zero.

𝑧̇
𝑢̇
=

−𝜔&

𝜔& − 2𝜁𝑖𝜔 − 𝜔B&
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Parseval’s Theorem
The Fourier Transform conserves energy. 𝐸 ∝ 𝐴&

𝜙 𝑡 = 𝐹+0 Φ(𝑓) = B
+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓
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Parseval’s Theorem
The Fourier Transform conserves energy. 𝐸 ∝ 𝐴&

𝜙 𝑡 = 𝐹+0 Φ(𝑓) = B
+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓

𝜙∗ 𝑡 = 𝐹+0 Φ(𝑓) ∗ = B
+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓

∗

Where * is the complex conjugate.
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Parseval’s Theorem
The Fourier Transform conserves energy. 𝐸 ∝ 𝐴&

𝜙 𝑡 = 𝐹+0 Φ(𝑓) = B
+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓

𝜙∗ 𝑡 = 𝐹+0 Φ(𝑓) ∗ = B
+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓

∗

Where * is the complex conjugate.

= B
+,

,
Φ∗(𝑓)𝑒+$&'()𝑑𝑓
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Parseval’s Theorem
The Fourier Transform conserves energy. 𝐸 ∝ 𝐴&

𝜙 𝑡 = 𝐹+0 Φ(𝑓) = B
+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓

𝜙∗ 𝑡 = 𝐹+0 Φ(𝑓) ∗ = B
+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓

∗

Where * is the complex conjugate.

= B
+,

,
Φ∗(𝑓)𝑒+$&'()𝑑𝑓

Energy = ∫+,
, 𝜙 𝑡 𝜙∗ 𝑡 𝑑𝑡
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Parseval’s Theorem, cont.
The Fourier Transform conserves energy. 𝐸 ∝ 𝐴&

Energy = ∫+,
, 𝜙 𝑡 𝜙∗ 𝑡 𝑑𝑡

= B
+,

,
𝜙(𝑡) B

+,

,
Φ∗ 𝑓 𝑒+$&'()𝑑𝑓 𝑑𝑡
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Parseval’s Theorem, cont.
The Fourier Transform conserves energy. 𝐸 ∝ 𝐴&

Energy = ∫+,
, 𝜙 𝑡 𝜙∗ 𝑡 𝑑𝑡

= B
+,

,
𝜙(𝑡) B

+,

,
Φ∗ 𝑓 𝑒+$&'()𝑑𝑓 𝑑𝑡

= B
+,

,
Φ∗ 𝑓 B

+,

,
𝜙(𝑡)𝑒+$&'()𝑑𝑡 𝑑𝑓
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Parseval’s Theorem, cont.
The Fourier Transform conserves energy. 𝐸 ∝ 𝐴&

Energy = ∫+,
, 𝜙 𝑡 𝜙∗ 𝑡 𝑑𝑡

= B
+,

,
𝜙(𝑡) B

+,

,
Φ∗ 𝑓 𝑒+$&'()𝑑𝑓 𝑑𝑡

= B
+,

,
Φ∗ 𝑓 B

+,

,
𝜙(𝑡)𝑒+$&'()𝑑𝑡 𝑑𝑓

= B
+,

,
Φ∗ 𝑓 Φ 𝑓 𝑑𝑓 The sum of the squares in time is equal 

to the sum of the squares in frequency.
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Parseval’s Theorem, cont.
The Fourier Transform conserves energy. 𝐸 ∝ 𝐴&

Energy = ∫+,
, 𝜙 𝑡 𝜙∗ 𝑡 𝑑𝑡

= B
+,

,
𝜙(𝑡) B

+,

,
Φ∗ 𝑓 𝑒+$&'()𝑑𝑓 𝑑𝑡

= B
+,

,
Φ∗ 𝑓 B

+,

,
𝜙(𝑡)𝑒+$&'()𝑑𝑡 𝑑𝑓

= B
+,

,
Φ∗ 𝑓 Φ 𝑓 𝑑𝑓 The sum of the squares in time is equal 

to the sum of the squares in frequency.

The FT conserves energy.

Also a nice way to check your code.
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Properties of the Fourier Transform

The scaling property

𝐹 𝜙(𝛼𝑡) = B
+,

,
𝜙(𝛼𝑡)𝑒+$&'()𝑑𝑡 Let 𝜏 = 𝛼𝑡, then 𝑑𝜏 = 𝛼𝑑𝑡
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Properties of the Fourier Transform

The scaling property

𝐹 𝜙(𝛼𝑡) = B
+,

,
𝜙(𝛼𝑡)𝑒+$&'()𝑑𝑡 Let 𝜏 = 𝛼𝑡, then 𝑑𝜏 = 𝛼𝑑𝑡

𝐹 𝜙 𝛼𝑡 = B
+,

,
𝜙(𝜏)𝑒+$&'(./N

𝑑𝜏
𝛼
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Properties of the Fourier Transform

The scaling property

𝐹 𝜙(𝛼𝑡) = B
+,

,
𝜙(𝛼𝑡)𝑒+$&'()𝑑𝑡 Let 𝜏 = 𝛼𝑡, then 𝑑𝜏 = 𝛼𝑑𝑡

𝐹 𝜙 𝛼𝑡 = B
+,

,
𝜙(𝜏)𝑒+$&'(./N

𝑑𝜏
𝛼

=
1
𝛼
B
+,

,
𝜙 𝜏 𝑒+$&'

(
N.𝑑𝜏
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Properties of the Fourier Transform

The scaling property

𝐹 𝜙(𝛼𝑡) = B
+,

,
𝜙(𝛼𝑡)𝑒+$&'()𝑑𝑡 Let 𝜏 = 𝛼𝑡, then 𝑑𝜏 = 𝛼𝑑𝑡

𝐹 𝜙 𝛼𝑡 = B
+,

,
𝜙(𝜏)𝑒+$&'(./N

𝑑𝜏
𝛼

=
1
𝛼
B
+,

,
𝜙 𝜏 𝑒+$&'

(
N.𝑑𝜏

=
1
𝛼Φ

𝑓
𝛼
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Properties of the Fourier Transform

The scaling property

𝐹 𝜙(𝛼𝑡) = B
+,

,
𝜙(𝛼𝑡)𝑒+$&'()𝑑𝑡 Let 𝜏 = 𝛼𝑡, then 𝑑𝜏 = 𝛼𝑑𝑡

𝐹 𝜙 𝛼𝑡 = B
+,

,
𝜙(𝜏)𝑒+$&'(./N

𝑑𝜏
𝛼

=
1
𝛼
B
+,

,
𝜙 𝜏 𝑒+$&'

(
N.𝑑𝜏

= −
1
𝛼Φ

𝑓
𝛼

If 𝛼 is negative (flips the integration limits) 
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Properties of the Fourier Transform

The scaling property

𝐹 𝜙(𝛼𝑡) = B
+,

,
𝜙(𝛼𝑡)𝑒+$&'()𝑑𝑡 Let 𝜏 = 𝛼𝑡, then 𝑑𝜏 = 𝛼𝑑𝑡

𝐹 𝜙 𝛼𝑡 = B
+,

,
𝜙(𝜏)𝑒+$&'(./N

𝑑𝜏
𝛼

=
1
𝛼
B
+,

,
𝜙 𝜏 𝑒+$&'

(
N.𝑑𝜏

=
1
𝛼 Φ

𝑓
𝛼

Narrow in t is wide in f (e.g. a delta 
in time is a cosine in frequency).
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Shifting Property

𝐹 𝜙 𝑡 − 𝑡# = B
+,

,
𝜙 𝑡 − 𝑡# 𝑒+$&'()𝑑𝑡 Let 𝜏 = 𝑡 − 𝑡#, then 𝑑𝜏 = 𝑑𝑡
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Shifting Property

𝐹 𝜙 𝑡 − 𝑡# = B
+,

,
𝜙 𝑡 − 𝑡# 𝑒+$&'()𝑑𝑡 Let 𝜏 = 𝑡 − 𝑡#, then 𝑑𝜏 = 𝑑𝑡

𝐹 𝜙 𝑡 − 𝑡# = B
+,

,
𝜙(𝜏)𝑒+$&'( .+)$ 𝑑𝜏
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Shifting Property

𝐹 𝜙 𝑡 − 𝑡# = B
+,

,
𝜙 𝑡 − 𝑡# 𝑒+$&'()𝑑𝑡 Let 𝜏 = 𝑡 − 𝑡#, then 𝑑𝜏 = 𝑑𝑡

𝐹 𝜙 𝑡 − 𝑡# = B
+,

,
𝜙(𝜏)𝑒+$&'( .+)$ 𝑑𝜏

= 𝑒$&'()$B
+,

,
𝜙(𝜏)𝑒+$&'(.𝑑𝜏
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Shifting Property

𝐹 𝜙 𝑡 − 𝑡# = B
+,

,
𝜙 𝑡 − 𝑡# 𝑒+$&'()𝑑𝑡 Let 𝜏 = 𝑡 − 𝑡#, then 𝑑𝜏 = 𝑑𝑡

𝐹 𝜙 𝑡 − 𝑡# = B
+,

,
𝜙(𝜏)𝑒+$&'( .+)$ 𝑑𝜏

= 𝑒$&'()$B
+,

,
𝜙(𝜏)𝑒+$&'(.𝑑𝜏

= 𝑒$&'()$Φ(𝑓)
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Shifting Property

𝐹 𝜙 𝑡 − 𝑡# = B
+,

,
𝜙 𝑡 − 𝑡# 𝑒+$&'()𝑑𝑡 Let 𝜏 = 𝑡 − 𝑡#, then 𝑑𝜏 = 𝑑𝑡

𝐹 𝜙 𝑡 − 𝑡# = B
+,

,
𝜙(𝜏)𝑒+$&'( .+)$ 𝑑𝜏

= 𝑒$&'()$B
+,

,
𝜙(𝜏)𝑒+$&'(.𝑑𝜏

= 𝑒$&'()$Φ(𝑓) A phase shift

Table of FT properties.

http://www.ceri.memphis.edu/people/mwithers/CERI7106/other/Fourier_Transform_Properties.pdf
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Recall even and odd functions.

Even functions, e.g. a cosine, has symmetry such that 𝑓 𝑡 = 𝑓(−𝑡).
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Recall even and odd functions.

Even functions, e.g. a cosine, has symmetry such that 𝑓 𝑡 = 𝑓(−𝑡).

Odd functions, e.g. a sine, has symmetry such that 𝑓 𝑡 = −𝑓(−𝑡).
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Recall even and odd functions.

Even functions, e.g. a cosine, has symmetry such that 𝑓 𝑡 = 𝑓(−𝑡).

Odd functions, e.g. a sine, has symmetry such that 𝑓 𝑡 = −𝑓(−𝑡).

𝑒𝑣𝑒𝑛 v 𝑒𝑣𝑒𝑛 = 𝑒𝑣𝑒𝑛
𝑜𝑑𝑑 v 𝑜𝑑𝑑 = 𝑒𝑣𝑒𝑛
𝑜𝑑𝑑 v 𝑒𝑣𝑒𝑛 = 𝑜𝑑𝑑
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Recall even and odd functions.

Even functions, e.g. a cosine, has symmetry such that 𝑓 𝑡 = 𝑓(−𝑡).

Odd functions, e.g. a sine, has symmetry such that 𝑓 𝑡 = −𝑓(−𝑡).

𝑒𝑣𝑒𝑛 v 𝑒𝑣𝑒𝑛 = 𝑒𝑣𝑒𝑛
𝑜𝑑𝑑 v 𝑜𝑑𝑑 = 𝑒𝑣𝑒𝑛
𝑜𝑑𝑑 v 𝑒𝑣𝑒𝑛 = 𝑜𝑑𝑑

B𝑒𝑣𝑒𝑛 ≠ 0

B𝑜𝑑𝑑 = 0
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𝐹 Π(𝑡) = B
+,

,
Π(𝑡)𝑒+$&'()𝑑𝑡
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𝐹 Π(𝑡) = B
+,

,
Π(𝑡)𝑒+$&'()𝑑𝑡

= B
+ D0 &

D0 &
𝑒+$&'()𝑑𝑡
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𝐹 Π(𝑡) = B
+,

,
Π(𝑡)𝑒+$&'()𝑑𝑡

= B
+ D0 &

D0 &
𝑒+$&'()𝑑𝑡

= B
D+0
&

D0 &
[cos 2𝜋𝑓𝑡 − 𝑖 sin 2𝜋𝑓𝑡 ]𝑑𝑡
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𝐹 Π(𝑡) = B
+,

,
Π(𝑡)𝑒+$&'()𝑑𝑡

= B
+ D0 &

D0 &
𝑒+$&'()𝑑𝑡

= B
D+0
&

D0 &
[cos 2𝜋𝑓𝑡 − 𝑖 sin 2𝜋𝑓𝑡 ]𝑑𝑡

0
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𝐹 Π(𝑡) = B
+,

,
Π(𝑡)𝑒+$&'()𝑑𝑡

= B
+ D0 &

D0 &
𝑒+$&'()𝑑𝑡

= B
D+0
&

D0 &
[cos 2𝜋𝑓𝑡 − 𝑖 sin 2𝜋𝑓𝑡 ]𝑑𝑡

= B
D+0
&

D0 &
cos(2𝜋𝑓𝑡) 𝑑𝑡

0

Let 𝑢 = 2𝜋𝑓𝑡, 	𝑑𝑢 = 2𝜋𝑓𝑑𝑡
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𝐹 Π(𝑡) = B
+,

,
Π(𝑡)𝑒+$&'()𝑑𝑡

= B
+ D0 &

D0 &
𝑒+$&'()𝑑𝑡

= B
D+0
&

D0 &
[cos 2𝜋𝑓𝑡 − 𝑖 sin 2𝜋𝑓𝑡 ]𝑑𝑡

= B
D+0
&

D0 &
cos(2𝜋𝑓𝑡) 𝑑𝑡

0

Let 𝑢 = 2𝜋𝑓𝑡, 	𝑑𝑢 = 2𝜋𝑓𝑑𝑡

= B
?

?
cos(𝑢)

𝑑𝑢
2𝜋𝑓
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𝐹 Π(𝑡) = B
+,

,
Π(𝑡)𝑒+$&'()𝑑𝑡

= B
+ D0 &

D0 &
𝑒+$&'()𝑑𝑡

= B
D+0
&

D0 &
[cos 2𝜋𝑓𝑡 − 𝑖 sin 2𝜋𝑓𝑡 ]𝑑𝑡

= B
D+0
&

D0 &
cos(2𝜋𝑓𝑡) 𝑑𝑡

0

Let 𝑢 = 2𝜋𝑓𝑡, 	𝑑𝑢 = 2𝜋𝑓𝑑𝑡

= B
+'(

'(
cos(𝑢)

𝑑𝑢
2𝜋𝑓

=
1
2𝜋𝑓

sin 𝑢

𝜋𝑓

−𝜋𝑓
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𝐹 Π(𝑡) = B
+,

,
Π(𝑡)𝑒+$&'()𝑑𝑡

= B
+ D0 &

D0 &
𝑒+$&'()𝑑𝑡

= B
D+0
&

D0 &
[cos 2𝜋𝑓𝑡 − 𝑖 sin 2𝜋𝑓𝑡 ]𝑑𝑡

= B
D+0
&

D0 &
cos(2𝜋𝑓𝑡) 𝑑𝑡

0

Let 𝑢 = 2𝜋𝑓𝑡, 	𝑑𝑢 = 2𝜋𝑓𝑑𝑡

= B
+'(

'(
cos(𝑢)

𝑑𝑢
2𝜋𝑓

=
1
2𝜋𝑓

sin 𝑢

𝜋𝑓

−𝜋𝑓

=
1
2𝜋𝑓

sin 𝜋𝑓 − sin −𝜋𝑓
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𝐹 Π(𝑡) = B
+,

,
Π(𝑡)𝑒+$&'()𝑑𝑡

= B
+ D0 &

D0 &
𝑒+$&'()𝑑𝑡

= B
D+0
&

D0 &
[cos 2𝜋𝑓𝑡 − 𝑖 sin 2𝜋𝑓𝑡 ]𝑑𝑡

= B
D+0
&

D0 &
cos(2𝜋𝑓𝑡) 𝑑𝑡

0

Let 𝑢 = 2𝜋𝑓𝑡, 	𝑑𝑢 = 2𝜋𝑓𝑑𝑡

= B
+'(

'(
cos(𝑢)

𝑑𝑢
2𝜋𝑓

=
1
2𝜋𝑓

sin 𝑢

𝜋𝑓

−𝜋𝑓

=
1
2𝜋𝑓 sin 𝜋𝑓 − sin −𝜋𝑓 =

2 sin 𝜋𝑓
2𝜋𝑓 = 𝑠𝑖𝑛𝑐(𝜋𝑓)

𝑠𝑖𝑛𝑐 0 = 1
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Sharp edges produce oscillations in the fourier transform. (more on that later)
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Pictorial Dictionary of Fourier Transforms (Bracewell pp 411).

http://www.ceri.memphis.edu/people/mwithers/CERI7106/other/
BracewellFTPictorialDictionary.pdf

Please do not distribute the pictorial dictionary beyond this class to 
avoid copyright violations.

http://www.ceri.memphis.edu/people/mwithers/CERI7106/other/BracewellFTPictorialDictionary.pdf
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𝐹 𝛿(𝑡) =	?  (recall the sifting property)

B
!

8
𝑓 𝑡 𝛿 𝑡 − 𝑡# 𝑑𝑡 = 𝑓 𝑡# , 𝑤ℎ𝑒𝑟𝑒	𝑎 ≤ 𝑡# ≤ 𝑏
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𝐹 𝛿(𝑡) =	?  (recall the sifting property)

𝐹 𝛿 𝑡 = B
+,

,
𝛿(𝑡)𝑒+$&'()𝑑𝑡 What is 𝑡# in this case?

B
!

8
𝑓 𝑡 𝛿 𝑡 − 𝑡# 𝑑𝑡 = 𝑓 𝑡# , 𝑤ℎ𝑒𝑟𝑒	𝑎 ≤ 𝑡# ≤ 𝑏
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𝐹 𝛿(𝑡) =	?  (recall the sifting property)

𝐹 𝛿 𝑡 = B
+,

,
𝛿(𝑡)𝑒+$&'()𝑑𝑡 Sifts values of 𝑒+$&'() at 𝑡 = 0.

B
!

8
𝑓 𝑡 𝛿 𝑡 − 𝑡# 𝑑𝑡 = 𝑓 𝑡# , 𝑤ℎ𝑒𝑟𝑒	𝑎 ≤ 𝑡# ≤ 𝑏



116

𝐹 𝛿(𝑡) =	?  (recall the sifting property)

𝐹 𝛿(𝑡) = 1
What is the amplitude as a function of f? 
Remember z=a+ib.
What is the phase?

𝐹 𝛿 𝑡 = B
+,

,
𝛿(𝑡)𝑒+$&'()𝑑𝑡 Sifts values of 𝑒+$&'() at 𝑡 = 0.

B
!

8
𝑓 𝑡 𝛿 𝑡 − 𝑡# 𝑑𝑡 = 𝑓 𝑡# , 𝑤ℎ𝑒𝑟𝑒	𝑎 ≤ 𝑡# ≤ 𝑏
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𝐹 𝛿(𝑡) =	?  (recall the sifting property)

𝐹 𝛿(𝑡) = 1
What is the amplitude as a function of f? 
Remember z=a+ib.
What is the phase?

𝐹+0 1 = 𝛿(𝑡)𝐹+0 1 =	?

𝐹 𝛿 𝑡 = B
+,

,
𝛿(𝑡)𝑒+$&'()𝑑𝑡 Sifts values of 𝑒+$&'() at 𝑡 = 0.

B
!

8
𝑓 𝑡 𝛿 𝑡 − 𝑡# 𝑑𝑡 = 𝑓 𝑡# , 𝑤ℎ𝑒𝑟𝑒	𝑎 ≤ 𝑡# ≤ 𝑏
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Hermetian Property

If a complex function has even symmetry for the real part (e.g. a cosine) and odd 
symmetry in the imaginary part (e.g. a sine), then it is said to be Hermetian. 
Mathematically, 𝜙∗ 𝑡 = 𝜙 −𝑡 .
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Hermetian Property

If a complex function has even symmetry for the real part (e.g. a cosine) and odd 
symmetry in the imaginary part (e.g. a sine), then it is said to be Hermetian. 
Mathematically, 𝜙∗ 𝑡 = 𝜙 −𝑡 .

If 𝜙(𝑡) is purely real (no non-zero imaginary components), then its Fourier 
Transform, Φ(𝑓), is Hermetian.
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Hermetian Property

If a complex function has even symmetry for the real part (e.g. a cosine) and odd 
symmetry in the imaginary part (e.g. a sine), then it is said to be Hermetian. 
Mathematically, 𝜙∗ 𝑡 = 𝜙 −𝑡 .

If 𝜙(𝑡) is purely real (no non-zero imaginary components), then its Fourier 
Transform, Φ(𝑓), is Hermetian.

This is very useful since many functions we use (e.g. seismograms) are purely 
real in the time-domain.  It is also why the spectrum in seismology is frequently 
shown as one-sided; one can take advantage of the symmetry to reconstruct the 
other half.
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Hermetian Property

If a complex function has even symmetry for the real part (e.g. a cosine) and odd 
symmetry in the imaginary part (e.g. a sine), then it is said to be Hermetian. 
Mathematically, 𝜙∗ 𝑡 = 𝜙 −𝑡 .

If 𝜙(𝑡) is purely real (no non-zero imaginary components), then its Fourier 
Transform, Φ(𝑓), is Hermetian.

This is very useful since many functions we use (e.g. seismograms) are purely 
real in the time-domain.  It is also why the spectrum in seismology is frequently 
shown as one-sided; one can take advantage of the symmetry to reconstruct the 
other half.

If 𝜙0(𝑡) is Hermetian, then 𝜙0 𝑡 ⋆ 𝜙& 𝑡 = 𝜙0(𝑡) ∗ 𝜙&(𝑡) 
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Hermetian Property

If a complex function has even symmetry for the real part (e.g. a cosine) and odd 
symmetry in the imaginary part (e.g. a sine), then it is said to be Hermetian. 
Mathematically, 𝜙∗ 𝑡 = 𝜙 −𝑡 .

If 𝜙(𝑡) is purely real (no non-zero imaginary components), then its Fourier 
Transform, Φ(𝑓), is Hermetian.

This is very useful since many functions we use (e.g. seismograms) are purely 
real in the time-domain.  It is also why the spectrum in seismology is frequently 
shown as one-sided; one can take advantage of the symmetry to reconstruct the 
other half.

If 𝜙0(𝑡) is Hermetian, then 𝜙0 𝑡 ⋆ 𝜙& 𝑡 = 𝜙0(𝑡) ∗ 𝜙&(𝑡) 

And if both 𝜙0 and 𝜙& are Hermetian, then 𝜙0 𝑡 ⋆ 𝜙& 𝑡 = 𝜙&(𝑡) ⋆ 𝜙0(𝑡).



123Convolution and the Fourier Transform

𝐹 𝜙0(𝑡) ∗ 𝜙&(𝑡) = B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑑𝜏 𝑒+$&'()𝑑𝑡
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𝐹 𝜙0(𝑡) ∗ 𝜙&(𝑡) = B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑑𝜏 𝑒+$&'()𝑑𝑡

= B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑒+$&'()𝑑𝜏𝑑𝑡
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𝐹 𝜙0(𝑡) ∗ 𝜙&(𝑡) = B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑑𝜏 𝑒+$&'()𝑑𝑡

= B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑒+$&'()𝑑𝜏𝑑𝑡

= B
+,

,
𝜙0(𝜏) B

+,

,
𝜙& 𝑡 − 𝜏 𝑒+$&'()𝑑𝑡 𝑑τ
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𝐹 𝜙0(𝑡) ∗ 𝜙&(𝑡) = B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑑𝜏 𝑒+$&'()𝑑𝑡

= B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑒+$&'()𝑑𝜏𝑑𝑡

= B
+,

,
𝜙0(𝜏) B

+,

,
𝜙& 𝑡 − 𝜏 𝑒+$&'()𝑑𝑡 𝑑τ Recall the shifting 

property.

𝐹 𝜙	(𝑡 − 𝜏) = Φ(𝑓)𝑒+$&'(.
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𝐹 𝜙0(𝑡) ∗ 𝜙&(𝑡) = B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑑𝜏 𝑒+$&'()𝑑𝑡

= B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑒+$&'()𝑑𝜏𝑑𝑡

= B
+,

,
𝜙0(𝜏) B

+,

,
𝜙& 𝑡 − 𝜏 𝑒+$&'()𝑑𝑡 𝑑τ

= B
+,

,
𝜙0(𝜏) Φ&(𝑓)𝑒+$&'(. 𝑑𝜏

Recall the shifting 
property.
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𝐹 𝜙0(𝑡) ∗ 𝜙&(𝑡) = B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑑𝜏 𝑒+$&'()𝑑𝑡

= B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑒+$&'()𝑑𝜏𝑑𝑡

= B
+,

,
𝜙0(𝜏) B

+,

,
𝜙& 𝑡 − 𝜏 𝑒+$&'()𝑑𝑡 𝑑τ

= B
+,

,
𝜙0(𝜏) Φ&(𝑓)𝑒+$&'(. 𝑑𝜏

Recall the shifting 
property.

= B
+,

,
𝜙0 𝜏 𝑒+$&'(.𝑑𝜏 Φ&(𝑓)
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𝐹 𝜙0(𝑡) ∗ 𝜙&(𝑡) = B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑑𝜏 𝑒+$&'()𝑑𝑡

= B
+,

,
B
+,

,
𝜙0 𝜏 𝜙& 𝑡 − 𝜏 𝑒+$&'()𝑑𝜏𝑑𝑡

= B
+,

,
𝜙0(𝜏) B

+,

,
𝜙& 𝑡 − 𝜏 𝑒+$&'()𝑑𝑡 𝑑τ

= B
+,

,
𝜙0(𝜏) Φ&(𝑓)𝑒+$&'(. 𝑑𝜏

Recall the shifting 
property.

= B
+,

,
𝜙0 𝜏 𝑒+$&'(.𝑑𝜏 Φ&(𝑓)

= Φ0(𝑓)Φ&(𝑓)
Convolution in the time 
domain is multiplication in the 
frequency domain (and vice 
versa). 
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Differentiation

𝑑
𝑑𝑡 𝜙 𝑡 =

𝑑
𝑑𝑡 𝐹

+0 Φ(𝑓) =
𝑑
𝑑𝑡B+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓
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Differentiation

𝑑
𝑑𝑡 𝜙 𝑡 =

𝑑
𝑑𝑡 𝐹

+0 Φ(𝑓) =
𝑑
𝑑𝑡B+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓

= B
+,

, 𝜕
𝜕𝑡

Φ(𝑓)𝑒$&'() 𝑑𝑓 = B
+,

,
Φ 𝑓 𝑖2𝜋𝑓𝑒$&'()𝑑𝑓
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Differentiation

𝑑
𝑑𝑡 𝜙 𝑡 =

𝑑
𝑑𝑡 𝐹

+0 Φ(𝑓) =
𝑑
𝑑𝑡B+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓

= B
+,

, 𝜕
𝜕𝑡

Φ(𝑓)𝑒$&'() 𝑑𝑓 = B
+,

,
Φ 𝑓 𝑖2𝜋𝑓𝑒$&'()𝑑𝑓

= 𝐹+0 𝑖2𝜋𝑓Φ(𝑓)
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Differentiation

𝑑
𝑑𝑡 𝜙 𝑡 =

𝑑
𝑑𝑡 𝐹

+0 Φ(𝑓) =
𝑑
𝑑𝑡B+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓

= B
+,

, 𝜕
𝜕𝑡

Φ(𝑓)𝑒$&'() 𝑑𝑓 = B
+,

,
Φ 𝑓 𝑖2𝜋𝑓𝑒$&'()𝑑𝑓

= 𝐹+0 𝑖2𝜋𝑓Φ(𝑓)

𝐹
𝑑
𝑑𝑡 𝜙(𝑡) = 𝐹 𝐹+0 𝑖2𝜋𝑓Φ(𝑓) = 𝑖2𝜋𝑓Φ(𝑓)
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Differentiation

𝑑
𝑑𝑡 𝜙 𝑡 =

𝑑
𝑑𝑡 𝐹

+0 Φ(𝑓) =
𝑑
𝑑𝑡B+,

,
Φ(𝑓)𝑒$&'()𝑑𝑓

= B
+,

, 𝜕
𝜕𝑡

Φ(𝑓)𝑒$&'() 𝑑𝑓 = B
+,

,
Φ 𝑓 𝑖2𝜋𝑓𝑒$&'()𝑑𝑓

= 𝐹+0 𝑖2𝜋𝑓Φ(𝑓)

𝐹
𝑑
𝑑𝑡 𝜙(𝑡) = 𝐹 𝐹+0 𝑖2𝜋𝑓Φ(𝑓) = 𝑖2𝜋𝑓Φ(𝑓)

Differentiation in the time domain is multiplication by 𝑓 in the 
frequency domain.  (a high pass filter)
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It can be shown, with considerably more work, that integration in the time 
domain is, more or less, division in the frequency domain. (a low pass filter)
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It can be shown, with considerably more work, that integration in the time 
domain is, more or less, division in the frequency domain. (a low pass filter)

𝐹 B
+,

)
𝜙 𝜏 𝑑𝜏 =

Φ(𝑓)
𝑖2𝜋𝑓

+
𝛿(𝑓)
2

B
+,

,
𝜙 𝑡 𝑑𝑡
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It can be shown, with considerably more work, that integration in the time 
domain is, more or less, division in the frequency domain. (a low pass filter)

𝐹 B
+,

)
𝜙 𝜏 𝑑𝜏 =

Φ(𝑓)
𝑖2𝜋𝑓

+
𝛿(𝑓)
2

B
+,

,
𝜙 𝑡 𝑑𝑡

The “+c” in the integral, or 
the DC offset in 𝜙(𝑡). 
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It can be shown, with considerably more work, that integration in the time 
domain is, more or less, division in the frequency domain. (a low pass filter)

𝐹 B
+,

)
𝜙 𝜏 𝑑𝜏 =

Φ(𝑓)
𝑖2𝜋𝑓

+
𝛿(𝑓)
2

B
+,

,
𝜙 𝑡 𝑑𝑡

The “+c” in the integral, or 
the DC offset in 𝜙(𝑡). 

Note the integral is unstable because of division by 𝑓.
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We wish to model, as a LTI system, the equilibrium elastic response of a 
loaded buoyant crust.

𝜌;
𝜌P

𝜌2

ℎP(𝑥)
load

thin plate

bouyant mantle
elastic+buoyant 
response
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We wish to model, as a LTI system, the equilibrium elastic response of a 
loaded buoyant crust.

𝜌;
𝜌P

𝜌2

ℎP(𝑥)
load

thin plate

bouyant mantle
elastic+buoyant 
response

𝑤(𝑥)𝜌P
𝜌;

𝜌2
𝑥
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We wish to model, as a LTI system, the equilibrium elastic response of a 
loaded buoyant crust.

𝜌;
𝜌P

𝜌2

ℎP(𝑥)
load

thin plate

bouyant mantle
elastic+buoyant 
response

𝑤(𝑥)𝜌P
𝜌;

𝜌2
𝑥

net topography ℎ 𝑥 = ℎP 𝑥 + 𝑤(𝑥) 
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The downward force of the load is balanced by the upward buoyant force of 
the mantle plus the crustal rigidity resisting flexure.

The physics has already been done by Turcotte and Schubert (1982),

𝐷∇:𝑤 𝑟 = 𝑝(𝑟)
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The downward force of the load is balanced by the upward buoyant force of 
the mantle plus the crustal rigidity resisting flexure.

The physics has already been done by Turcotte and Schubert (1982),

𝐷∇:𝑤 𝑟 = 𝑝(𝑟)

𝐷 = flexural rigidity = Q.%

0& 0+R"

𝐸 = Young’s modulus
𝜏 = crustal thickness
𝜈 = poisson’s ratio
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The downward force of the load is balanced by the upward buoyant force of 
the mantle plus the crustal rigidity resisting flexure.

The physics has already been done by Turcotte and Schubert (1982),

𝐷∇:𝑤 𝑟 = 𝑝(𝑟)

𝐷 = flexural rigidity = Q.%

0& 0+R"

𝐸 = Young’s modulus
𝜏 = crustal thickness
𝜈 = poisson’s ratio

𝑤 𝑟 = deflection of the plate (or crust)

𝑝 𝑟 = upward force (load + buoyancy)
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Assume 1-d, 𝑟 → 𝑥 𝐷∇:𝑤 𝑥 = 𝑝(𝑥)
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Assume 1-d, 𝑟 → 𝑥 𝐷∇:𝑤 𝑥 = 𝑝(𝑥)

𝑝 𝑥 = −𝜌P𝑔ℎP 𝑥 + 𝐵(𝑥)

load 
force

bouyant 
force

load height
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Assume 1-d, 𝑟 → 𝑥 𝐷∇:𝑤 𝑥 = 𝑝(𝑥)

𝑝 𝑥 = −𝜌P𝑔ℎP 𝑥 + 𝐵(𝑥)

load 
force

bouyant 
force

load height

𝐵 𝑥 = −𝜌2𝑔𝑤(𝑥)

Plate height (downward flex is 
negative height).
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Assume 1-d, 𝑟 → 𝑥 𝐷∇:𝑤 𝑥 = 𝑝(𝑥)

𝑝 𝑥 = −𝜌P𝑔ℎP 𝑥 + 𝐵(𝑥)

load 
force

bouyant 
force

load height

𝐵 𝑥 = −𝜌2𝑔𝑤(𝑥)

Note that 𝐵(𝑥) is opposite of the direction 
of 𝑤(𝑥) hence negative. When the 
flexure, 𝑤(𝑥), is down (-), the buoyant 
force 𝐵(𝑥) is up (+). 

Plate height (downward flex is 
negative height).
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Assume 1-d, 𝑟 → 𝑥 𝐷∇:𝑤 𝑥 = 𝑝(𝑥)

𝑝 𝑥 = −𝜌P𝑔ℎP 𝑥 + 𝐵(𝑥)

load 
force

bouyant 
force

load height

𝐵 𝑥 = −𝜌2𝑔𝑤(𝑥)

Note that 𝐵(𝑥) is opposite of the direction 
of 𝑤(𝑥) hence negative. When the 
flexure, 𝑤(𝑥), is down (-), the buoyant 
force 𝐵(𝑥) is up (+). 

Plate height (downward flex is 
negative height).

𝑝 𝑥 = −𝜌P𝑔ℎP 𝑥 − 𝜌2𝑔𝑤(𝑥)
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Assume 1-d, 𝑟 → 𝑥 𝐷∇:𝑤 𝑥 = 𝑝(𝑥)

𝑝 𝑥 = −𝜌P𝑔ℎP 𝑥 + 𝐵(𝑥)

load 
force

bouyant 
force

load height

𝐵 𝑥 = −𝜌2𝑔𝑤(𝑥)

Note that 𝐵(𝑥) is opposite of the direction 
of 𝑤(𝑥) hence negative. When the 
flexure, 𝑤(𝑥), is down (-), the buoyant 
force 𝐵(𝑥) is up (+). 

Plate height (downward flex is 
negative height).

𝑝 𝑥 = −𝜌P𝑔ℎP 𝑥 − 𝜌2𝑔𝑤(𝑥)

𝜕:𝑤(𝑥)
𝜕𝑥: v

𝐸𝜏K

12 1 − 𝜈& = −𝑔 𝜌PℎP 𝑥 + 𝜌2𝑤(𝑥)
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𝜕:𝑤(𝑥)
𝜕𝑥: 𝐷 + 𝜌2𝑔𝑤(𝑥) = −𝜌P𝑔ℎP 𝑥

This is the differential equation that models our linear system.

𝜙hl w
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𝜕:𝑤(𝑥)
𝜕𝑥: 𝐷 + 𝜌2𝑔𝑤(𝑥) = −𝜌P𝑔ℎP 𝑥

This is the differential equation that models our linear system.

𝜙hl w

𝐹
𝜕:𝑤(𝑥)
𝜕𝑥: 𝐷 + 𝜌2𝑔𝑤(𝑥) = 𝐹 −𝜌P𝑔ℎP 𝑥
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𝜕:𝑤(𝑥)
𝜕𝑥: 𝐷 + 𝜌2𝑔𝑤(𝑥) = −𝜌P𝑔ℎP 𝑥

This is the differential equation that models our linear system.

𝜙hl w

𝐹
𝜕:𝑤(𝑥)
𝜕𝑥: 𝐷 + 𝜌2𝑔𝑤(𝑥) = 𝐹 −𝜌P𝑔ℎP 𝑥

𝐷 v 𝐹
𝜕:𝑤 𝑥
𝜕𝑥: + 𝜌2𝑔 v 𝐹 𝑤(𝑥) = −𝜌P𝑔 v 𝐹 ℎP 𝑥
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Note that,

𝜙 𝑥 = 𝐹+0 Φ(𝑘) = B
+,

,
Φ 𝑘 𝑒$&'74𝑑𝑘

Φ 𝑘 = 𝐹 𝜙(𝑥) = B
+,

,
𝜙(𝑥)𝑒+$&'74𝑑𝑥
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Note that,

𝜙 𝑥 = 𝐹+0 Φ(𝑘) = B
+,

,
Φ 𝑘 𝑒$&'74𝑑𝑘

Φ 𝑘 = 𝐹 𝜙(𝑥) = B
+,

,
𝜙(𝑥)𝑒+$&'74𝑑𝑥

𝑘 is spatial frequency, 𝑘 = ⁄0 S
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Note that,

𝜙 𝑥 = 𝐹+0 Φ(𝑘) = B
+,

,
Φ 𝑘 𝑒$&'74𝑑𝑘

Φ 𝑘 = 𝐹 𝜙(𝑥) = B
+,

,
𝜙(𝑥)𝑒+$&'74𝑑𝑥

𝑘 is spatial frequency, 𝑘 = ⁄0 S

Wavenumber, 𝑘∗ = 2𝜋𝑘 = &'
S (𝑓 v 𝑘 = freq. v wavenumber)
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Note that,

𝜙 𝑥 = 𝐹+0 Φ(𝑘) = B
+,

,
Φ 𝑘 𝑒$&'74𝑑𝑘

Φ 𝑘 = 𝐹 𝜙(𝑥) = B
+,

,
𝜙(𝑥)𝑒+$&'74𝑑𝑥

𝑘 is spatial frequency, 𝑘 = ⁄0 S

Wavenumber, 𝑘∗ = 2𝜋𝑘 = &'
S (𝑓 v 𝑘 = freq. v wavenumber)

Not unlike 𝜔 = 2𝜋𝑓
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𝐷 v 𝐹
𝜕:𝑤 𝑥
𝜕𝑥: + 𝜌2𝑔 v 𝐹 𝑤(𝑥) = −𝜌P𝑔 v 𝐹 ℎP 𝑥

𝐷 2𝜋𝑖𝑘 :𝑊(𝑘) + 𝜌2𝑔𝑊(𝑘) = −𝜌P𝑔𝐻P(𝑘)
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𝐷 v 𝐹
𝜕:𝑤 𝑥
𝜕𝑥: + 𝜌2𝑔 v 𝐹 𝑤(𝑥) = −𝜌P𝑔 v 𝐹 ℎP 𝑥

𝐷 2𝜋𝑖𝑘 :𝑊(𝑘) + 𝜌2𝑔𝑊(𝑘) = −𝜌P𝑔𝐻P(𝑘)

𝑊 𝑘 = crustal deformation response in the spatial frequency domain.
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𝐷 v 𝐹
𝜕:𝑤 𝑥
𝜕𝑥: + 𝜌2𝑔 v 𝐹 𝑤(𝑥) = −𝜌P𝑔 v 𝐹 ℎP 𝑥

𝐷 2𝜋𝑖𝑘 :𝑊(𝑘) + 𝜌2𝑔𝑊(𝑘) = −𝜌P𝑔𝐻P(𝑘)

𝑊 𝑘 = crustal deformation response in the spatial frequency domain.

𝑊 𝑘 =
−𝑔𝜌P𝐻P(𝑘)

𝜌2𝑔 + 𝐷(2𝜋𝑖𝑘):
=

−𝑔𝜌P𝐻P(𝑘)

𝜌2𝑔 1 + 𝐷(2𝜋𝑖𝑘)
:

𝜌2𝑔



161

𝐷 v 𝐹
𝜕:𝑤 𝑥
𝜕𝑥: + 𝜌2𝑔 v 𝐹 𝑤(𝑥) = −𝜌P𝑔 v 𝐹 ℎP 𝑥

𝐷 2𝜋𝑖𝑘 :𝑊(𝑘) + 𝜌2𝑔𝑊(𝑘) = −𝜌P𝑔𝐻P(𝑘)

𝑊 𝑘 = crustal deformation response in the spatial frequency domain.

𝑊 𝑘 =
−𝑔𝜌P𝐻P(𝑘)

𝜌2𝑔 + 𝐷(2𝜋𝑖𝑘):
=

−𝑔𝜌P𝐻P(𝑘)

𝜌2𝑔 1 + 𝐷(2𝜋𝑖𝑘)
:

𝜌2𝑔

= −𝐻P(𝑘)
�𝜌P 𝜌2

1 + 16𝜋
:𝑘:𝐷

𝑔𝜌2
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𝑊(𝑘) = −𝐻P(𝑘)
�𝜌P 𝜌2

1 + 16𝜋
:𝑘:𝐷

𝑔𝜌2
𝑊2!4 𝑘 = 𝑊 0 = −𝐻P(0)

𝜌P
𝜌2
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𝑊(𝑘) = −𝐻P(𝑘)
�𝜌P 𝜌2

1 + 16𝜋
:𝑘:𝐷

𝑔𝜌2
𝑊2!4 𝑘 = 𝑊 0 = −𝐻P(0)

𝜌P
𝜌2

q(x) 𝑤(𝑥)ℎP(𝑥)

𝑊(𝑘) is the response of the crust 
to load 𝐻P(𝑘)
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𝑊(𝑘) = −𝐻P(𝑘)
�𝜌P 𝜌2

1 + 16𝜋
:𝑘:𝐷

𝑔𝜌2
𝑊2!4 𝑘 = 𝑊 0 = −𝐻P(0)

𝜌P
𝜌2

q(x) 𝑤(𝑥)ℎP(𝑥)

𝑊(𝑘) is the response of the crust 
to load 𝐻P(𝑘)

If 𝐻P 𝑘 = 1, then ℎP 𝑥 = 𝛿(𝑥)
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𝑊(𝑘) = −𝐻P(𝑘)
�𝜌P 𝜌2

1 + 16𝜋
:𝑘:𝐷

𝑔𝜌2
𝑊2!4 𝑘 = 𝑊 0 = −𝐻P(0)

𝜌P
𝜌2

q(x) 𝑤(𝑥)ℎP(𝑥)

𝑊(𝑘) is the response of the crust 
to load 𝐻P(𝑘)

If 𝐻P 𝑘 = 1, then ℎP 𝑥 = 𝛿(𝑥)

𝑄 𝑘 =
𝑊(𝑘)
𝐻P(𝑘)

=
�−𝜌P 𝜌2

1 + 16𝜋
:𝑘:𝐷

𝑔𝜌2
The impulse response of the system.
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𝑄 𝑘 =
�−𝜌P 𝜌2

1 + 16𝜋
:𝑘:𝐷

𝑔𝜌2

𝑘 ≫ 1 rigidity 
dominates

𝜆 ≪ 1 narrow
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𝑄 𝑘 =
�−𝜌P 𝜌2

1 + 16𝜋
:𝑘:𝐷

𝑔𝜌2

𝑘 ≫ 1 rigidity 
dominates

𝜆 ≪ 1 narrow

𝑘 ≪ 1 bouyancy 
dominates

𝜆 ≫ 1 wide
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𝑄 𝑘 =
�−𝜌P 𝜌2

1 + 16𝜋
:𝑘:𝐷

𝑔𝜌2

𝑘 ≫ 1 rigidity 
dominates

𝜆 ≪ 1 narrow

𝑘 ≪ 1 bouyancy 
dominates

𝜆 ≫ 1 wide

Let 𝛼: = TU!
@

𝑄 𝑘 =
�−𝜌P 𝜌2

𝐷
𝑔𝜌2

𝑔𝜌2
𝐷 + 16𝜋:𝑘:

=
�−𝜌P 𝜌2

𝐷
𝑔𝜌2

𝛼: + 16𝜋:𝑘:
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𝑄 𝑘 =
�−𝜌P 𝜌2

1 + 16𝜋
:𝑘:𝐷

𝑔𝜌2

𝑘 ≫ 1 rigidity 
dominates

𝜆 ≪ 1 narrow

𝑘 ≪ 1 bouyancy 
dominates

𝜆 ≫ 1 wide

Let 𝛼: = TU!
@

𝑄 𝑘 =
�−𝜌P 𝜌2

𝐷
𝑔𝜌2

𝑔𝜌2
𝐷 + 16𝜋:𝑘:

=
�−𝜌P 𝜌2

𝐷
𝑔𝜌2

𝛼: + 16𝜋:𝑘:

=
−𝜌P
𝜌2

v
𝑔𝜌2
𝐷 v

1
𝛼: + 2𝜋𝑘 :
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𝑄 𝑘 =
�−𝜌P 𝜌2

1 + 16𝜋
:𝑘:𝐷

𝑔𝜌2

𝑘 ≫ 1 rigidity 
dominates

𝜆 ≪ 1 narrow

𝑘 ≪ 1 bouyancy 
dominates

𝜆 ≫ 1 wide

Let 𝛼: = TU!
@

𝑄 𝑘 =
�−𝜌P 𝜌2

𝐷
𝑔𝜌2

𝑔𝜌2
𝐷 + 16𝜋:𝑘:

=
�−𝜌P 𝜌2

𝐷
𝑔𝜌2

𝛼: + 16𝜋:𝑘:

=
−𝜌P
𝜌2

v
𝑔𝜌2
𝐷 v

1
𝛼: + 2𝜋𝑘 :

=
−𝑔𝜌P
𝐷 v

1
𝛼: + 2𝜋𝑘 :
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𝑞 𝑥 = 𝐹+0 𝑄(𝑘) =
−𝑔𝜌P
𝐷 B

+,

, 1
𝛼: + 2𝜋𝑘 : 𝑒

$&'74𝑑𝑘
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𝑞 𝑥 = 𝐹+0 𝑄(𝑘) =
−𝑔𝜌P
𝐷 B

+,

, 1
𝛼: + 2𝜋𝑘 : 𝑒

$&'74𝑑𝑘

0
7&

 is even, 𝑖𝑠𝑖𝑛(2𝜋𝑘𝑥) is odd 𝑒𝑣𝑒𝑛 v 𝑜𝑑𝑑 = 𝑜𝑑𝑑 B
+!

!
𝑜𝑑𝑑 = 0
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𝑞 𝑥 = 𝐹+0 𝑄(𝑘) =
−𝑔𝜌P
𝐷 B

+,

, 1
𝛼: + 2𝜋𝑘 : 𝑒

$&'74𝑑𝑘

0
7&

 is even, 𝑖𝑠𝑖𝑛(2𝜋𝑘𝑥) is odd 𝑒𝑣𝑒𝑛 v 𝑜𝑑𝑑 = 𝑜𝑑𝑑 B
+!

!
𝑜𝑑𝑑 = 0

𝑞 𝑥 =
−𝑔𝜌P
𝐷

B
+,

, cos 2𝜋𝑘𝑥
𝛼: + 2𝜋𝑘 : 𝑑𝑘
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𝑞 𝑥 = 𝐹+0 𝑄(𝑘) =
−𝑔𝜌P
𝐷 B

+,

, 1
𝛼: + 2𝜋𝑘 : 𝑒

$&'74𝑑𝑘

0
7&

 is even, 𝑖𝑠𝑖𝑛(2𝜋𝑘𝑥) is odd 𝑒𝑣𝑒𝑛 v 𝑜𝑑𝑑 = 𝑜𝑑𝑑 B
+!

!
𝑜𝑑𝑑 = 0

𝑞 𝑥 =
−𝑔𝜌P
𝐷

B
+,

, cos 2𝜋𝑘𝑥
𝛼: + 2𝜋𝑘 : 𝑑𝑘

from tables

𝑞 𝑥 =
− 2𝑔𝜌P
4𝛼K𝐷 𝑒 ⁄+N 4 & sin

𝛼 𝑥
2

+ cos
𝛼 𝑥
2
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𝑞 𝑥 =
− 2𝑔𝜌P
4𝛼K𝐷

𝑒 ⁄+N 4 & sin
𝛼 𝑥
2

+ cos
𝛼 𝑥
2

Given an arbitrary crustal load, ℎP(𝑥), 𝑤 𝑥 = 𝑞(𝑥) ∗ ℎP(𝑥), and

ℎ 𝑥 = ℎP 𝑥 + 𝑤 𝑥 = ℎP 𝑥 + 𝑞(𝑥) ∗ ℎP(𝑥)
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Figure 3.28 A bathymetric profile across the Hawaiian archipelago.

Turcotte and Schubert, Geodynamics 2nd Edition, page 222.
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Feedback

Φ0(𝜔)
Z(𝜔)

Y(𝜔)𝑋(𝜔)

Φ&(𝜔)
Φ&(𝜔) v 𝑌(𝜔)

Σ
+

-

Φ(8(𝜔)
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𝑌 𝜔 = 𝑍(𝜔)Φ0(𝜔) 𝑍 𝜔 =
𝑌(𝜔)
Φ0(𝜔)
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𝑌 𝜔 = 𝑍(𝜔)Φ0(𝜔) 𝑍 𝜔 =
𝑌(𝜔)
Φ0(𝜔)

𝑍 𝜔 = 𝑋 𝜔 −Φ& 𝜔 𝑌(𝜔)
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𝑌 𝜔 = 𝑍(𝜔)Φ0(𝜔) 𝑍 𝜔 =
𝑌(𝜔)
Φ0(𝜔)

𝑍 𝜔 = 𝑋 𝜔 −Φ& 𝜔 𝑌(𝜔)
𝑌(𝜔)
Φ0(𝜔)

= 𝑋 𝜔 − Φ& 𝜔 𝑌(𝜔)
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𝑌 𝜔 = 𝑍(𝜔)Φ0(𝜔) 𝑍 𝜔 =
𝑌(𝜔)
Φ0(𝜔)

𝑍 𝜔 = 𝑋 𝜔 −Φ& 𝜔 𝑌(𝜔)
𝑌(𝜔)
Φ0(𝜔)

= 𝑋 𝜔 − Φ& 𝜔 𝑌(𝜔)

𝑌 𝜔 = 𝑋 𝜔 −Φ& 𝜔 𝑌 𝜔 Φ0(𝜔)
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𝑌 𝜔 = 𝑍(𝜔)Φ0(𝜔) 𝑍 𝜔 =
𝑌(𝜔)
Φ0(𝜔)

𝑍 𝜔 = 𝑋 𝜔 −Φ& 𝜔 𝑌(𝜔)
𝑌(𝜔)
Φ0(𝜔)

= 𝑋 𝜔 − Φ& 𝜔 𝑌(𝜔)

𝑌 𝜔 = 𝑋 𝜔 −Φ& 𝜔 𝑌 𝜔 Φ0(𝜔)

𝑌 𝜔 1 + Φ0 𝜔 Φ& 𝜔 = 𝑋(𝜔)Φ0(𝜔)
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𝑌 𝜔 = 𝑍(𝜔)Φ0(𝜔) 𝑍 𝜔 =
𝑌(𝜔)
Φ0(𝜔)

𝑍 𝜔 = 𝑋 𝜔 −Φ& 𝜔 𝑌(𝜔)
𝑌(𝜔)
Φ0(𝜔)

= 𝑋 𝜔 − Φ& 𝜔 𝑌(𝜔)

𝑌 𝜔 = 𝑋 𝜔 −Φ& 𝜔 𝑌 𝜔 Φ0(𝜔)

𝑌 𝜔 1 + Φ0 𝜔 Φ& 𝜔 = 𝑋(𝜔)Φ0(𝜔)

𝑌(𝜔)
𝑋(𝜔) =

Φ0(𝜔)
1 + Φ0(𝜔)Φ&(𝜔)

= Φ(8(𝜔)
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𝑌 𝜔 = 𝑍(𝜔)Φ0(𝜔) 𝑍 𝜔 =
𝑌(𝜔)
Φ0(𝜔)

𝑍 𝜔 = 𝑋 𝜔 −Φ& 𝜔 𝑌(𝜔)
𝑌(𝜔)
Φ0(𝜔)

= 𝑋 𝜔 − Φ& 𝜔 𝑌(𝜔)

𝑌 𝜔 = 𝑋 𝜔 −Φ& 𝜔 𝑌 𝜔 Φ0(𝜔)

𝑌 𝜔 1 + Φ0 𝜔 Φ& 𝜔 = 𝑋(𝜔)Φ0(𝜔)

𝑌(𝜔)
𝑋(𝜔) =

Φ0(𝜔)
1 + Φ0(𝜔)Φ&(𝜔)

= Φ(8(𝜔)

The current input affects future output.

In practice, there will be slight delays, or phase shifts.
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Let Φ0 be a mechanical seismometer, Φ0 𝜔 = +*"

*"+&$W*+*#"

Let Φ& be a constant, Φ& 𝜔 = 𝛼

Φ(8(𝜔) =
Φ0(𝜔)

1 + Φ0(𝜔)Φ&(𝜔)
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Let Φ0 be a mechanical seismometer, Φ0 𝜔 = +*"

*"+&$W*+*#"

Let Φ& be a constant, Φ& 𝜔 = 𝛼

Φ(8 𝜔 =
⁄−𝜔& 𝜔& − 2𝑖𝜁𝜔 − 𝜔B&

1 − ⁄𝛼𝜔& 𝜔& − 2𝑖𝜁𝜔 − 𝜔B&

Φ(8(𝜔) =
Φ0(𝜔)

1 + Φ0(𝜔)Φ&(𝜔)
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Let Φ0 be a mechanical seismometer, Φ0 𝜔 = +*"

*"+&$W*+*#"

Let Φ& be a constant, Φ& 𝜔 = 𝛼

Φ(8 𝜔 =
⁄−𝜔& 𝜔& − 2𝑖𝜁𝜔 − 𝜔B&

1 − ⁄𝛼𝜔& 𝜔& − 2𝑖𝜁𝜔 − 𝜔B&

Φ(8(𝜔) =
Φ0(𝜔)

1 + Φ0(𝜔)Φ&(𝜔)

=
−𝜔&

(1 − 𝛼)𝜔& − 2𝑖𝜁𝜔 − 𝜔B&
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Let Φ0 be a mechanical seismometer, Φ0 𝜔 = +*"

*"+&$W*+*#"

Let Φ& be a constant, Φ& 𝜔 = 𝛼

Φ(8 𝜔 =
⁄−𝜔& 𝜔& − 2𝑖𝜁𝜔 − 𝜔B&

1 − ⁄𝛼𝜔& 𝜔& − 2𝑖𝜁𝜔 − 𝜔B&

Φ(8(𝜔) =
Φ0(𝜔)

1 + Φ0(𝜔)Φ&(𝜔)

=
−𝜔&

(1 − 𝛼)𝜔& − 2𝑖𝜁𝜔 − 𝜔B&

The poles are now 𝜔(8 =
$W± 0+N *#"+W"

0+N
instead of 𝜔> = 𝑖𝜁 ± 𝜔B& − 𝜁&
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Let Φ0 be a mechanical seismometer, Φ0 𝜔 = +*"

*"+&$W*+*#"

Let Φ& be a constant, Φ& 𝜔 = 𝛼

Φ(8 𝜔 =
⁄−𝜔& 𝜔& − 2𝑖𝜁𝜔 − 𝜔B&

1 − ⁄𝛼𝜔& 𝜔& − 2𝑖𝜁𝜔 − 𝜔B&

Φ(8(𝜔) =
Φ0(𝜔)

1 + Φ0(𝜔)Φ&(𝜔)

=
−𝜔&

(1 − 𝛼)𝜔& − 2𝑖𝜁𝜔 − 𝜔B&

The poles are now 𝜔(8 =
$W± 0+N *#"+W"

0+N
instead of 𝜔> = 𝑖𝜁 ± 𝜔B& − 𝜁&

So we essentially lower the ”corner” of the seismometer by about (1 − 𝛼).
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https://www.passcal.nmt.edu/content/instrumentation/sensors/sensor-comparison-chart


