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Abstract 39 
 40 
Non-linear block thresholding of the continuous wavelet transform (CWT) of 2D phased array 41 

signals offer high time-resolution solutions for analyzing seismograms of local and regional 42 

seismic events.  An initial denoising step on an array ensemble reveals those regions of the scale-43 

time plane that contain high signal-to-noise arrivals. Individual seismic phase arrivals in 44 

ensemble, denoised seismograms can be partitioned using scale-time gating where CWT wave 45 

packets of an individual seismic phase on the scale-time plane for a reference array element are 46 

time-correlated with all other elements to find an optimum time shift for the phase across all 47 

elements. The seismic phase is then clipped out of the CWT of each array element using this 48 

optimal time shift for further analysis. The seismogram can be separated into component seismic 49 

waves for a detailed view of wave characteristics such as slowness and arrival azimuth using 50 

conventional frequency-wavenumber methods.  However, the process can be taken further by 51 

using the CWT of each phase to construct high time-resolution signal beams over CWT scale.  52 

Local explosion data from the 2016 IRIS Wavefields community experiment in northern 53 

Oklahoma are used to demonstrate these techniques in separating surface wave modes and body 54 

waves and examining the scattering of regional phases.  High resolution CWT processing in the 55 

1 to 3 Hz band for northern Oklahoma reveals horizontal Rayleigh wave refraction and 56 

multipathing.  Rayleigh wave phase velocity dispersion measurements are used to construct a 1D 57 

velocity model under the IRIS experiment.  Scale-time gating helps expose near-source surface 58 

reflections from a local M3.6 earthquake that are used to verify the 4km source depth obtained 59 

from a published regional moment tensor solution. 60 

 61 

  62 
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Introduction 63 
 64 
The analysis of seismic signals using phased arrays of seismometers is the basis of much of 65 

nuclear verification seismology where detection, location, and discrimination of earthquakes 66 

from explosions are primary goals (Filson, 1975; Douglas, 2002; Rost and Thomas, 2002; 67 

Havskov and Alguacil, 2004).  Numerous methods and array designs have been developed 68 

primarily for analyzing the principal wave attributes of frequency, horizontal phase velocity, and 69 

signal back azimuth for both source and structure studies (Capon et al., 1967; Haubrich,, 1968; 70 

Capon, 1969; 1970; Claasen, 1985; Mykkeltveit et al., 1983; Mykkeltveit, 1985; Nawab et al., 71 

1985; Abrahamson et al., 1987; Goldstein and Archuleta, 1987; Kvaerna, 1989; Gupta et al., 72 

1990; Kvaerna and Ringdahl, 1992; Wagner and Owens, 1993; Kushnir, 1996; Lindfors, 1996; 73 

Stump et al., 2004; Harris and Kvaerna, 2010; Gibbons et al., 2011; Gibbons, 2014).  An 74 

important attribute of phased array beam forming is the ability of the array to improve the signal-75 

to-noise ratio (SNR) of incident signals by shifting, then stacking in the time or frequency 76 

domains at the appropriate azimuth and vector slowness of the incident wave.  The improvement 77 

in SNR is often estimated by assuming a normally distributed background noise field so that 78 

noise is reduced by  , where N is the number of sensors in the array (Capon et al., 1967; Aki 79 

and Richards, 1980).  Improving the SNR improves the chances of event detection. However, 80 

wave coherence is a major issue in phased array signal processing and is a function of the wave 81 

scattering properties of Earth structure local to the array (e.g., Toksöz et al., 1991; Al-Shukri et 82 

al., 1995).  Although there are many ideal array designs that can theoretically focus individual 83 

seismic phases, array performance is always degraded by noise and waveform decorrelation.  84 

Array design is almost always an issue as well, since field conditions may preclude optimum 85 

N



 4 

geometries or numbers of deployed sensors degrading the signal beam through creation of side 86 

lobes in wavenumber space making it difficult to separate interfering seismic phases. 87 

In this paper I extend the concepts introduced in Langston and Mousavi (2019), referred to as 88 

“L&M” in the remaining part of this paper, for using the continuous wavelet transform (CWT) to 89 

remove noise and partition waveforms into individual seismic phases to improve beam forming 90 

with a phased array.  The initial step of denoising an array dataset using non-linear thresholding 91 

can improve the SNR by an order of magnitude or more before any array analysis is attempted.  92 

“Scale-time gating” will be introduced to separate target seismic phases over the array in the 93 

wavelet domain for individual frequency-wavenumber analysis.  I then suggest an additional step 94 

of beam forming within the CWT domain that produces array beams at the sampling rate of the 95 

original time series.  A relatively simple measure of beam coherence is also used to ascertain 96 

what parts of the seismic wavefield are coherent across the array and which aren’t to serve as an 97 

indication of the quality of the phase interpretation. 98 

These methods will be demonstrated using local explosion data recorded by the 2016 IRIS 99 

Wavefields experiment in northern Oklahoma (Sweet et al., 2018).  The array analysis will make 100 

it possible to investigate high frequency Rayleigh wave multipathing and the composition of 101 

body waves that propagate in the local waveguide of Paleozoic sediments.  Although I apply the 102 

methods to local wave propagation and a high frequency seismic array, they can be used for any 103 

phased array.  In addition, the separation of seismic phases with scale-time gating significantly 104 

improves seismic gradiometry using geodetic seismic arrays since the phase separation step can 105 

remove artifacts caused by phase interference (Langston, 2007; Langston and Liang, 2008). 106 

 107 

 108 
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Data 109 

The 2016 IRIS Wavefields seismic experiment was designed by an interested community 110 

group to collect densely sampled array data in an area of active induced seismicity in northern 111 

Oklahoma (Sweet et al., 2018) (Figure 1).  247 three-component, 5 Hz Fairfield Nodal Zland 112 

nodal seismometers were deployed in two NS 5 km lines and one EW 13 km line.  112 of these 113 

seismometers were deployed in a 800x800m, 7 level, nested gradiometer configuration.  18 114 

broadband seismometers were deployed as a “Golay 3x6” regional array with an approximate 115 

aperture of 6km.  9 infrasound instruments were sited with 9 of the broadbands to help in 116 

discriminating acoustic signals that might be recorded seismically.  Data from the experiment are 117 

stored at the IRIS Data Management Center under the network code YW for 2016. 118 

The nodal seismometers were deployed over the time interval of 22 June to 27 July and 119 

passively recorded hundreds of local earthquakes, teleseisms, and other regional events.  The 120 

broad band Golay array was kept in place until late November to catch aftershocks from the 121 

M5.8 Pawnee earthquake that occurred in September just before the originally planned 122 

decommissioning of the experiment. 123 

On 14 July and 16 July 2016 the Air Force Technical Applications Command (AFTAC) 124 

commissioned an explosion seismic experiment performed by the IRIS Source Facility at the 125 

University of Texas, El Paso (Cleat Zeiler, personal communication 2017).  The experiment 126 

consisted of 4 borehole explosions of varying sizes set and detonated at 3 different azimuths and 127 

distances from the array.  In this paper, I use the data from the 2000 lb explosion detonated 128 

approximately 35 km to the northwest which is the same event as used in L&M (Figure 1). 129 

A cross-shaped array was subset from the YW array from the stations located at the eastern 130 

crossing of the EW and NS arms of the linear deployments.  This subarray has an aperture of 3 131 
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km and densely samples wave lengths of 3 to 3.5 km as demonstrated by its co-array diagram 132 

(Figure 2).  This array was chosen to investigate the wave characteristics of the high frequency 133 

explosion waveforms in the band of 1 to 10 Hz. 134 

The raw waveform data were recorded at 200 sps.  The only initial processing applied to the 135 

data was to remove the nominal instrument response of the 5 Hz nodal instruments and applying 136 

a trapezoidal zero-phase filter in the band 0.05 to 80 Hz with corner frequencies of 0.5 and 50 137 

Hz. 138 

 139 

CWT Array Analysis 140 

CWT Denoising 141 

L&M outline a method for using the CWT to efficiently remove noise from individual 142 

seismic traces and to partition a waveform into component seismic phases.  These processes will 143 

be quickly summarized before presenting their applications to phased array processing. 144 

The Morlet-Grossmann definition (Grossmann et al., 1989; Starck et al., 2010) for the CWT is 145 

 146 

   (1) 147 

where the * represents the complex conjugate of the function. The CWT is simply a correlation of 148 

the signal, f(t), with a scaled basis function . In general, the basis function is complex and is 149 

termed the “mother wavelet”. The wavelet coefficient, W(a,t) is also complex and can be 150 

represented in the Fourier domain as 151 

  . (2) 152 

The CWT is a linear operation and has an exact inverse transform given by the double integral 153 

W a,τ( ) = 1
a

f t( )
−∞

+∞

∫ ψ * t −τ
a

⎛
⎝⎜

⎞
⎠⎟ dt

ψ t( )

Ŵ a,ω( ) = a f̂ ω( )ψ̂ * aω( )
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   (3) 154 

where C is found from a Parseval-like integral 155 

   (4) 156 

that requires the basis function to have zero mean for this integral to be bounded at . 157 

I continue to use Morlet’s wavelet as the mother wavelet in all computations in this paper. 158 

The first step in the phased array analysis is to remove the obvious noise contained in the 159 

seismograms of all array elements.  This is done using a soft thresholding process where the 160 

wavelet coefficients less than a predetermined noise threshold are removed entirely and those 161 

above the threshold reduced by the noise estimate.  This is given by 162 

            (5) 163 

where 164 

    .                   (6) 165 

 166 

The threshold level, b(a), is determined by examining the statistics of the wavelet 167 

coefficients for a noise time window before or after the signal and constructing its empirical 168 

cumulative distribution function (ECDFa) where 169 

  (7) 170 

at the 99% confidence level. 171 

This process was applied to the explosion data recorded by the cross array.  In addition, as 172 

mentioned in L&M, a scale band reject filter was applied to the remaining coefficients on the 173 

f t( ) = 1
C

1
a−∞

+∞

∫0

∞

∫ W a,τ( )ψ t −τ
a

⎛
⎝⎜

⎞
⎠⎟
dadτ
a2

C =
ψ̂ * ω( )ψ̂ ω( )

ω0

+∞

∫ dω

ω = 0

!W a,τ( ) = sign W a,τ( )⎡⎣ ⎤⎦ W a,τ( ) − β a( )( ) if W a,τ( ) ≥ β a( )
0 otherwise

⎧
⎨
⎪

⎩⎪

sign W a,τ( )⎡⎣ ⎤⎦ =
W a,τ( )
W a,τ( )

β a( ) = ECDFa−1(P = 0.99)
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scale-time plane for scales greater than 1s to remove long period, high scale, artifacts that 174 

remained from the soft threshold step.  This improved the SNR from less than 1 as seen visually 175 

in the instrument-corrected data to approximately 200 for the soft-thresholded waveforms, taking 176 

the maximum amplitudes of the pre-event noise as the noise measure and the maximum of the 177 

resulting signal as the signal measure.  These pre-processing steps primarily find those regions of 178 

the scale-time plane that have high SNR.  As we will see in the array processing, waveforms for 179 

the cross array are highly correlated creating close to theoretical beam patterns in the analysis 180 

showing that seismic phases are not significantly distorted in the denoising process.  However, as 181 

pointed out in L&M, if the SNR is low even in the primary signal area of the scale-time plane, 182 

significant signal loss and distortion can occur. 183 

 184 

Signal Decomposition and Scale-Time Gating 185 

At this point the denoised waveforms can be processed using standard array beamforming 186 

techniques. However, the waveforms of the AFTAC explosion show many interesting and 187 

discrete seismic phases which appear to clearly separate on the scale-time plane (Figure 3).  188 

L&M show that it is straightforward to pick these phases on the scale-time plane by choosing an 189 

enclosing polygon and then using the inverse CWT to obtain their time domain waveform.  This 190 

process can be tedious if manually applied to all 81 stations of the cross array. 191 

The strategy for gating particular phases from individual elements of an array is to choose a 192 

reference station near the center of the array, delimit the phase of interest by encompassing it 193 

with a polygon on the CWT scalogram and then using this block of the CWT in a two-194 

dimensional correlation with the scalograms of all other elements of the array.  Figure 3 shows 195 

the result of using the vertical component of station 3016 to pick the fundamental mode surface 196 
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wave and then finding the maximum of the correlation of the modulus of the CWT coefficient in 197 

this block with those for station 3001, the station located nearest the source. 198 

In the process of examining the time shifts obtained from the scale-time gating procedure, it 199 

was found that the time shifts were sometimes inconsistent with the expected move-out of the 200 

seismic phase, if the modulus of wavelet coefficients was used directly.  Indeed, even performing 201 

the 2D correlation on the same signal that the block of interest was taken from did not always 202 

yield a zero time lag; adjacent wavelet coefficients outside of the block could contaminate the 203 

correlation. Although the inferred time shifts were very small compared to the duration of the 204 

windowed signal, it appeared that non-unique correlations of the wavelet coefficient modulus 205 

could cause problems with the method.  Through numerical experimentation, I found that using a 206 

power of |W|n before correlation was much more effective in giving appropriate time shifts.  207 

Using n=3 gave results in line with the observed moveout of the seismic phases.  Using a power 208 

of the wavelet coefficients weights the correlation towards the highest amplitude coefficients in 209 

the block which, presumably, are less affected by noise. 210 

Scale-time gating was effective in delimiting the fundamental mode Rayleigh wave (Figure 211 

4) and first higher mode Rayleigh wave (not shown) from all array elements.    Detailed results 212 

from the dispersion analysis will be discussed later.  213 

Scale-time gating was found to work well with the surface wave modes but was 214 

problematical with an attempt at gating the P wave trains from the explosion.  A straightforward 215 

choice of the P wave CWT block (Figure 5a) gave poor results (Figure 6a) since the correlation 216 

process often chose the first higher mode over the P wave train.  This problem was solved by 217 

choosing a block defined by both the fundamental and first higher modes to get the optimum 218 
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mode time shifts and then zeroing out the CWT coefficients within the mode block (Figure 5b).  219 

The remainder gives the desired P wave train (Figure 6b).  220 

Broad Band/Narrow Band Frequency-Wavenumber Analysis 221 

The scale-time gated data for the various crustal phases can now be analyzed using standard 222 

techniques after the inverse CWT.  As an example, I show a detailed dispersion analysis of the 223 

fundamental mode Rayleigh wave using a common broad band/narrow band method (Nawab et 224 

al., 1985).  Figure 4b shows the Rayleigh wave slowness response over the entire frequency band 225 

of 1 to 3 Hz encompassing the fundamental mode data.  The peak of the response is clearly about 226 

15o north of the expected great circle wave path showing the effects of possible horizontal 227 

refraction and multipathing in these high frequency local surface waves. 228 

Narrow band frequency-wavenumber spectra were taken for bandwidths of 0.125 Hz 229 

(Figures 4 and 7) and show smooth changes in phase velocity and back azimuth across the array 230 

with frequency over the band of 1 to 2.5 Hz, probably due to horizontal refraction due to velocity 231 

heterogeneity in the upper kilometer of the crust.  At frequencies higher than 2.5 Hz, the 232 

slowness spectra break up into multiple peaks showing several surface wave arrivals with 233 

different slowness and azimuths. 234 

Error bounds on slowness and back azimuth were estimated by an algorithm that uses the 235 

theoretical array response over the frequency band to estimate the variation within the 90% 236 

amplitude level.  The theoretical response is shifted to the observed maximum peak, scaled by 237 

the observed peak amplitude and then subtracted from the data f-k spectrum.  The peak of the 238 

remaining part of the spectrum is then taken as the signature of the next observed wave and the 239 

process repeated to estimate its errors.  This process was done to find all peaks in the original 240 

slowness spectra down to a level of 0.3 of the maximum peak.  As Figure 7 shows, the peaks of 241 
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the theoretical narrow band slowness spectra have similar widths as the peaks seen in the data, so 242 

using the theoretical spectra for the error estimate is reasonable. 243 

Likewise, broadband slowness spectra of P1 and P2 phases over the frequency band of 5 to 244 

15 Hz show quite focused estimates for these P arrivals (Figure 8).  Back azimuths are within a 245 

degree of the theoretical great circle path to the event showing little evidence for horizontal 246 

refraction due to velocity heterogeneity. 247 

 248 

Beam Forming in the Scale-Time Domain 249 

Up to this point, I have utilized the CWT to remove noise from the original seismograms, 250 

separate various phases in the seismogram, and then designed a scale-time gating method to 251 

analyze particular arrivals of interest using a phased array.  The resulting seismograms were then 252 

analyzed using standard Fourier array beam forming such as narrow-band or broad-band 253 

methods.  Narrow-band analysis is a natural method for determining surface wave dispersion 254 

since phase velocity spectral methods are tied directly to solutions for surface wave propagation 255 

in vertically inhomogeneous media.  However, the question arises: can the wavelet coefficients 256 

themselves be used to estimate wave slowness and azimuth?  If so, what are advantages to this 257 

kind of phased array analysis? 258 

Using equation (1), the CWT of the kth array channel, fk(t), is given by 259 

   .         (8) 260 

The wavelet coefficients, Wk, are the time series that make up the scalogram, or scale-time 261 

plot of the transformed time series data.  Particular seismic phases have specific locations on the 262 

scale-time plane defined by time lags due to their wave propagation characteristics and 263 

Wk a,τ( ) = 1
a

fk t( )
−∞

+∞

∫ ψ * t −τ
a

⎛
⎝⎜

⎞
⎠⎟ dt
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frequency content of the medium’s Green’s function and source excitation.  Any time shifts 264 

undergone by waves in fk(t) will show up in the wavelet coefficients.  This can be easily shown 265 

by assuming a shifted signal fk(t-b), where b is a constant: 266 

  .      (9) 267 

Let T=t-b so that t=T+b, and dT=dt. This gives 268 

  .   (10) 269 

Therefore, beams of each wavelet scale time series can be made by shifting each scale by an 270 

assumed plane wave time shift across an array and stacking the shifted scalograms for each array 271 

element.  A narrow-scale band beam can be defined by 272 

    (11) 273 

by summing the lagged wavelet series for a particular scale over all array elements after 274 

correcting for plane wave moveout across the array for an assumed slowness vector (px, py).  In 275 

analogy to a broad-band stack, wavelet time series for a specified scale band can be summed: 276 

  .        (12) 277 

In practice, these sums are made by discretizing the slowness plane, making the plane wave 278 

time lag corrections to the scalogram and summing.  Constructive interference between the array 279 

elements will give power maxima on the slowness plane where power is defined as the square of 280 

the beam moduli. 281 

These array beams are continuous time series so they can give a continuous estimate of 282 

slowness as a function of time.  An additional stacking process can be made by integrating the 283 

I = 1
a

f t − b( )
−∞

+∞

∫ ψ * t −τ
a

⎛
⎝⎜

⎞
⎠⎟ dt

I = 1
a

fk T( )
−∞

+∞

∫ ψ * T − (τ − b)
a

⎛
⎝⎜

⎞
⎠⎟ dT

=W (a,τ − b)

WBeam a,τ( ) = Wk
k
∑ a,τ + pxxk + pyyk( )

WBeam τ( ) = Wk
k
∑

j
∑ aj ,τ + pxxk + pyyk( )
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beam power over a time window to get the cumulative energy of discrete signals. An implication 284 

of these processes is that each sampled spot on the slowness plane will be a time series so that a 285 

very large three-dimensional array of slowness spectra data is generated. 286 

Figure 9 displays an example of a broad scale band beam forming according to equation (12).  287 

A scale bandpass of 0.1 to 0.5 s has been used to block filter the data.  By “block filtering”, I 288 

mean that all wavelet coefficients between 0.1 and 0.5 s have been used in the beam form and 289 

that all other coefficients have been set to zero.  Figure 9 shows the resulting broadband scale-290 

slowness beam for 5 different time points.  In addition, the quality of the beam form is assessed 291 

by using a simple statistic based on the power of the peak, Pmax compared to the integrated power 292 

over the entire slowness plane, PTotal: 293 

     .          (13) 294 

In Figure 9, a phase velocity and back azimuth for a particular time is colored red when  295 

or blue when .  High values of R represent broadband scale slowness images that have 296 

single prominent peaks, such as for P1 and S in Figure 9, while low values describe diffuse 297 

beams or multiple peaks. 298 

Note that this beamforming analysis can be used to identify arrivals in the seismogram that 299 

are relatively coherent across the array as well as arrivals that do not produce good beams.  300 

Recall that this waveform was the result of removing the higher and fundamental Rayleigh 301 

modes from the denoised seismograms to expose the lower scale parts that seemed to be 302 

dominated by P wave arrivals.  The CWT beam forming has uncovered what is likely the direct S 303 

wave from the explosion traveling at a horizontal phase velocity of about 3.5 km/s.  The P1 304 

phase appears to be a head wave with a velocity of about 6.4 km/s followed by a slower velocity 305 

P2 phase that may be the start of P reverberations in the near-surface Paleozoic sediments.  The 306 

R =
Pmax
PTotal

R ≥ 0.5

R < 0.5
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P2 wave train gradually gets slower with time attaining horizontal velocities of about 4 km/s 307 

until the S wave arrives.  Coda waves show scatter in slowness and back azimuth indicating 308 

multiple arrivals with different speeds and directions.  These are important attributes of the 309 

seismogram to know about before attempting to model waveform details for crustal structure. 310 

 311 

Structure Modeling 312 

The combination of a densely deployed seismic array, CWT denoising and array processing 313 

methods, and a well-controlled seismic source has allowed considerable detail to be discerned 314 

from waveforms that started out with a nominal SNR of less than one.  It is unusual to observe 315 

such well-formed and coherent local seismic phases from events tens of kilometers from a 316 

station.  The distinct Rayleigh wave dispersion determined for structure under the array (Figure 317 

7) can be used to infer a velocity model that can find further use in locating nearby seismicity 318 

and understanding the propagation characteristics of local seismic wave trains. 319 

Wave attributes inferred from an array reflect both the structure under the array and some of 320 

the history of wave propagation that the seismic wave experienced along the entire path.  321 

Rayleigh wave phase velocity inferred from the array analysis (Figure 7) is primarily related to 322 

the local structure under the array.  However, the back-azimuth anomaly is an indication of wave 323 

propagation effects that occurred outside of the array.  Group velocity, as it is usually measured, 324 

is a whole-path wave attribute since it is usually calculated by dividing the source-receiver 325 

distance by the group arrival time (e.g., Ewing et al., 1957; Capon, 1970).  Lateral refraction due 326 

to horizontal velocity heterogeneity is governed by Snell’s law and the phase velocity.  327 

Examining both phase and group velocity may offer clues to the structure causing lateral 328 

refraction and the differences in array structure compared to the whole path. 329 
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Using station 3016 as the central reference array station, group velocity was determined for 330 

both the local array structure and along the entire path.  The Rayleigh waveforms obtained after 331 

scale-time gating over the 81 array stations were narrow bandpass filtered with a bandwidth of 332 

0.125 Hz around central frequencies starting at 1 Hz with a frequency increment of 0.125 Hz.  333 

The envelope functions of the bandpassed Rayleigh waves were computed using the 334 

instantaneous amplitude of the analytic signal and the arrival time of the peaks of the envelopes 335 

were automatically picked.  Group velocity for the whole path was estimated by dividing the 336 

source – receiver distance of 34.7 km at station 3016 by the envelope peak time.  Group velocity 337 

under the array was determined by inverting the peak arrival times for group slowness in x (EW) 338 

and y (NS) (see Appendix A for details).  Surprisingly, the group velocity data for the array 339 

could clearly discriminate between the great circle back azimuth and the group arrival back 340 

azimuth for frequencies less than 2 Hz (Figures 10 and 11).  The whole-path group velocity and 341 

group velocity under the array were not significantly different suggesting that any horizontal 342 

structure changes may be subtle (Figure 11). 343 

A smooth structure model was determined from the phase velocity measurements of Figure 7 344 

with the addition of 4 lower frequency measurements using the entire 247 element Wavefields 345 

array (Figure 12).  Measurements at 0.375, 0.5, 0625, and 0.75 Hz were made in an attempt to 346 

constrain the structure deeper in the sedimentary column.  The fundamental mode data were 347 

inverted using a simple velocity node model where the shear wave velocities at four nodes define 348 

the structure and velocity between the nodes are linearly interpolated except at the layer 349 

boundary (Appendix B).  The depth of node 2 (at 0.6 km) was also the object of inversion. The 350 

thickness of the sedimentary column was constrained to be 1.7 km as determined from a nearby 351 

geotechnical well log (Figure 1).  The results show that a very simple velocity structure can fit 352 
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the phase velocity data and that the data are most sensitive to the very near surface velocity 353 

gradient.  This suggests that small changes in the near surface velocity could explain the back 354 

azimuth anomaly.  A candidate structure is the roughly EW trending northern edge of the Salt 355 

Fork River plain (Figure 1b) where it could be expected that the river plain has somewhat lower 356 

shear wave velocities in the uppermost part of the structure compared to structure north of the 357 

river.  A phase velocity contrast of 0.3 km/s could explain the back-azimuth anomaly for the 2Hz 358 

Rayleigh waves. 359 

 360 

Source Parameters 361 

Waveforms from the M3.6 28 June 2016 Langston, Oklahoma, earthquake offer an example 362 

for using CWT processing techniques to infer source parameters, particularly observations of 363 

earthquake depth phases (Figure 13).  There is only a small amount of background noise and the 364 

waveforms show a distinctive set of body and surface waves.  Herrmann (2016) derived a 365 

moment tensor model for this event using available regional broadband data that were filtered in 366 

the 0.03 to 0.1 Hz frequency band.  The mechanism shows right-lateral strike-slip faulting 367 

occurring on a NE-SW vertical plane or left-lateral strike-slip motion on an 80o dipping NW-SE 368 

striking plane (Figure 1).  Source depth was inferred to be 4 km. 369 

These waveforms were processed using the CWT thresholding and block manipulation 370 

techniques to remove noise and then separate the various phases in the seismograms.  The 371 

denoised vertical component scalograms show several prominent component phases including 372 

the fundamental mode Rayleigh wave, a harmonic and dispersed PL phase, along with high 373 

frequency P and associated coda (Figures 14 and 15). 374 
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Choosing a scale-time gate around the low scale (high frequency) portion of the P waveform 375 

yields a distinctive pair of phases that are seen to propagate at a velocity of 6.4 km/s (Figure 16).  376 

Source depth can be estimated from the relative time of 1s between the two phases if the second 377 

phase is interpreted as pP where 378 

             (14) 379 

for the relative time between P and pP or if the second phase is sP so that 380 

         (15) 381 

where  ,  , a and b are the average P and S wave velocities 382 

above the source, respectively, p is the horizontal slowness, and h is the source depth (Langston, 383 

1987).  Assuming the second phase is pP yields a source depth of 4.0km for average P and S 384 

velocities of 5.0km/s and 2.9km/s.  If the phase is sP, then the source depth is 2.3km/s. 385 

Array examination of the transverse component waveforms gives an estimate of 0.26 s/km 386 

for horizontal slowness of the initial 3s of the SH waveforms (Figure 16) and observations of a 387 

distinct secondary arrival that is interpreted as sS with a relative time of 2s, implying a source 388 

depth of 4.4 km.  The pP and sS times suggest that the source depth is between 4 and 4.4km 389 

which is consistent with the regional moment tensor depth of 4km (Herrmann, 2016).  The 390 

discrepancy between pP and sS estimates is probably due to unknowns in the near-source 391 

velocity structure.  This suggests that knowledge of the wave attributes obtained by precise 392 

decomposition of the seismogram for component phases can significantly constrain the source 393 

depth.  Source depth is very difficult to accurately constrain using standard earthquake location 394 

algorithms based on direct wave travel times for earthquakes within sparse networks or from 395 

relatively long-period moment tensor source inversion. 396 

tpP − tP = 2ηαh

tsP − tP = ηα +ηβ( )h

ηα = 1
α 2 − p

2⎛
⎝⎜

⎞
⎠⎟

1
2

ηβ =
1
β 2

− p2
⎛
⎝⎜

⎞
⎠⎟

1
2
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Discussion 397 

The use of time-frequency representations of seismic signals literally offers another 398 

dimension to view and manipulate time series of interest.   The techniques outlined here using 399 

the continuous wavelet transform can improve the ability to recognize those regions of the scale-400 

time plane in the wavelet domain that contain high SNR portions of wanted seismic signals.  401 

Finding these high SNR data spaces is an important step towards optimizing a processing flow 402 

for detection and analysis of small seismic events in geographic regions of interest using seismic 403 

arrays.  The additional capabilities of investigating the wave composition of seismograms by 404 

separating seismic phases through block manipulation is a useful tool for studying details of 405 

wave propagation and source excitation in phased array processing.  It should also be helpful in 406 

understanding the structure effect when modeling data using synthetic seismograms. 407 

Because using the CWT in seismological signal analysis is not commonplace, a typical 408 

question concerns the amount of distortion that noise thresholding and block manipulation might 409 

introduce in the filtered seismograms that could affect correlation across a phased array.  The 410 

answer to this question is that “it depends”.  Any signal processing method has limits.  My 411 

experience with CWT techniques is that noise thresholding for high SNR portions of the scale-412 

time plane does little to degrade time domain waveforms across a phased array.  Denoised 413 

waveforms from the 2000lb explosion displayed in this paper showed very high correlation 414 

across the dense nodal array.  Array beams using standard frequency-wavenumber methods and 415 

CWT beam forming often approached the theoretical beam response of the array showing that 416 

seismic phase waveforms were highly similar (e.g., Figures 9 and 16).  However, I tried the same 417 

analysis for the 250lb shot near the shotpoint of the 2000lb explosion with negative results.  418 

Signal for the smaller explosion was comparable to the noise, even in that part of the scale-time 419 
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plane where the 2000lb shot had high SNR, so that soft thresholding removed both signal and 420 

noise.  It can be expected that signal distortion will occur from thresholding when the SNR is 421 

relatively low and not much greater than one (1). 422 

Likewise, care should be taken when performing the signal decomposition step to separate 423 

seismic phases.  A polygon can be arbitrarily drawn around any area on the scale-time plane of a 424 

signal.  Clipping out an arbitrary portion of the CWT will yield a time domain waveform that 425 

could look interesting but be completely meaningless in terms of reflecting some aspect of real 426 

wave propagation.  Signal decomposition should be based on robust features of the CWT that 427 

have high energy and distinct attributes that isolate the feature from others.  This is in keeping 428 

with the philosophy of “sparsity” (Starck et al., 2010) where an attempt is made to describe a 429 

signal with the minimum amount of information.  A classic Fourier example is the description of 430 

a long duration time domain sinusoid by its single frequency in the frequency domain.  In the 431 

case of the explosion Rayleigh wave phases observed here, the fundamental mode portion of the 432 

seismogram was generally separate from other portions of the CWT on the scale-time plane and 433 

showed dispersion through decreasing scale with time.  Perhaps a better way to think about the 434 

phase decomposition analysis is that it is a hypothesis test where the hypothesis, the separated 435 

signal, is analyzed by other means to test its usefulness.  However, there is no doubt that 436 

scalograms of interesting signals have similar attributes as seen across a phased array.  This 437 

alone suggests that these new signal attributes could be incorporated into pattern recognition or 438 

machine learning algorithms. 439 

Signal decomposition using CWT methods will also help in a common problem encountered 440 

in wave gradiometry.  A geodetic array (Spudich et al., 1995) is a variant of a phased array 441 

where the array aperture is a small fraction of the target wavelength.  Provided that there are a 442 
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sufficient number of elements of the array that have matching instrument responses, wave 443 

attributes are inferred by estimating wave spatial gradients by representing the observed local 444 

wavefield in terms of a Taylor’s series in displacement.  The inferred first order spatial gradients 445 

are, of course, the strains and rotations induced by wave motion under the array.  The spatial 446 

gradients are related to the time gradient (velocity) through the wave equation so that wave 447 

horizontal slowness, azimuth of propagation, and other attributes can be estimated directly from 448 

amplitudes (Langston, 2007a; b; c; Langston and Liang, 2008).  A central assumption in the 449 

method is that a single wave is the object of analysis.  Obviously, this may not be true for 450 

arbitrary wavefields.  Being able to separate waves in a seismogram using the CWT and block 451 

manipulation has the potential to improve gradiometry wave attributes since the disrupting 452 

effects of wave interference can be minimized.  This is the subject of ongoing work. 453 

 454 

Conclusions 455 

Phased array processing can benefit from application of CWT denoising and block 456 

manipulation techniques.  Noise thresholding on the scale-time plane can be used to find high 457 

SNR parts of the CWT spectrum of a signal that can be further studied using standard frequency-458 

wavenumber beamforming.  Array seismograms can be separated into component phases using 459 

scale-time gating where specific seismic phase blocks in the CWT domain are correlated from a 460 

reference station to all other stations in the array.  The separated seismic phases can then be 461 

analyzed using standard techniques or by constructing array beams by directly using the CWT. 462 

These techniques were used on explosion data recorded by the 2016 IRIS Wavefields 463 

experiment to determine Rayleigh wave phase velocity and group velocity dispersion under a 464 

cross-shaped subarray.  The 1-3Hz Rayleigh waves display horizontal refraction along the wave 465 
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path from source to array and were used to develop a shallow velocity model for the upper 466 

1.7km.  In addition, near-source pP and sS reflections were detected in seismograms from a 467 

M3.6 local earthquake to constrain source depth to 4 to 4.4 km, consistent with a previously 468 

determining regional moment tensor model of the earthquake. 469 
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Figure Captions 602 

Figure 1 – (a) Regional index map for Oklahoma and surrounding states.  Location of the IRIS 603 

Wavefields experiment is shown by the star, cities by filled squares, and sources with filled 604 

circles.  The focal mechanism of the M3.6 Langston, Oklahoma, earthquake shows largely 605 

strike-slip motion (Herrmann, 2016).  (b) shows a smaller scale map of topography around 606 

the IRIS experiment, shot point 1 for the AFTAC explosion experiment, the location of the 607 

Kirk borehole which was logged for acoustic velocity, and stations of the IRIS YW array.  608 

Red dots denote locations of the 5Hz nodal instruments.  The 6 tripartite clusters show the 609 

location of broadband instrumentation for the Golay 3x6 array and the dark cross denote the 610 

cross array stations used in this paper.  The great circle path is drawn from the AFTAC 611 

shotpoint to the center of the cross array.  The yellow line is the inferred position of the 612 

northern boundary of the Salt Fork River valley that may represent a horizontal velocity 613 

boundary.  One possible ray path is drawn between the shotpoint and array that explains the 614 

back azimuth anomaly for 2Hz fundamental mode Rayleigh waves observed at the array. 615 

 616 

Figure 2 – Array geometry (left) and co-array diagram (right) of the cross array constructed from 617 

a subset of the IRIS experiment.  Positions for stations 3016 and 3001 are shown on the array 618 

diagram.  The co-array is a plot of all distances and azimuths between every pair of stations 619 

in the array and is an indicator of how well a seismic wavelength is sampled in space. 620 

 621 

Figure 3 – This is an example of scale-time gating the fundamental mode Rayleigh wave from 622 

denoised explosion vertical component seismograms of two stations of the cross array.  Panel 623 

(a) shows the denoised seismogram (bottom) and its scalogram (top) after performing the 624 
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Continuous Wavelet transform.  A polygon is manually picked to isolate the fundamental 625 

mode energy on the scalogram at the reference station 3016.  This portion of the scalogram is 626 

clipped out and then correlated with the scalograms of all other stations in the array.  Panel 627 

(b) shows the shifted polygon encompassing the Rayleigh wave at station 3001.  (c) shows 628 

the amplitude of the correlation vs time shift between the stations.  The peak of the 629 

correlation occurs at an advanced time, relative to 3016, since station 3001 is closer to the 630 

source. 631 

 632 

Figure 4 – Panel (a) shows the scale-time gated Rayleigh waves obtained for stations of the cross 633 

array.  Panel (b) is the broadband frequency-wavenumber result for the frequency band of 1 634 

to 3 Hz encompassing the bandwidth of the Rayleigh waves.  The small x’s show the results 635 

of narrow band f-k for phase velocity as a function of frequency.  Note that the bulk of the 636 

Rayleigh wave energy arrives approximately 10 degrees clockwise from the expected great 637 

circle path shown by the black line. 638 

 639 

Figure 5 – This figure illustrates two methods for scale-time gating the low scale/high frequency 640 

P wave train.  The top panel (a) shows a choice of a block on the scalogram the encompasses 641 

the desired portion of the waveform.  Panel (b) shows its complement where a block 642 

containing the high amplitude modes are chosen for correlation instead.  (c) displays the 643 

seismogram at the reference station 3016.  P1 and P2 body wave phases are annotated. 644 

 645 

Figure 6 – Results of scale-time gating using the two different choices of CWT blocks shown in 646 

Figure 5.  In (a), the P wave block in Figure 5a was used to correlate with all other station 647 
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CWTs.  However, results for some stations, shown by the delimited rectangular areas, were 648 

poor because the reference CWT block had higher correlation values with later arriving, 649 

high-amplitude modes.  (b) This was alleviated by correlating with the modes block (Figure 650 

5b) then removing this part of the CWT before inverse transforming. 651 

 652 

Figure 7 – Results of Rayleigh wave phase velocity dispersion analysis using narrow band f-k. 653 

(a) Slowness as a function of frequency.  (b) Phase velocity as a function of frequency. (c) 654 

Back azimuth as a function of frequency.  The heavy line at 311o is the theoretical great 655 

circle backazimuth. (d) Selected slowness spectra plots for the frequencies denoted by 656 

arrows.  (e) Theoretical array responses for the corresponding plots shown in (d).  Note that 657 

f-k spectra show the effects of Rayleigh wave multipathing for frequencies greater than 658 

2.5Hz.  f-k spectra display multiple peaks at different backazimuths and slownesses. 659 

 660 

Figure 8 – f-k spectra of P1 (left) and P2 (right) phases in the vertical components of the 2000lb 661 

explosion.  Note the narrow beams showing that phases are highly correlated across the 662 

array. 663 

 664 

Figure 9 – CWT beamforming result for the P wave block of the 2000lb AFTAC explosion.  The 665 

low scale wavetrain was determined from excluding the modes block (Figures 5b, 6b).  666 

Additionally, a scale bandpass of 0.1 to 0.5s was performed and is shown in (a).  P1, P2, S, 667 

and Coda phases are annotated.  (b) and (c) show the inferred phase velocity and 668 

backazimuth, respectively, at every 10th time point in the trace.  Red symbols denote well-669 
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formed single CWT beams with R > 0.5 and blue for R < 0.5.  Representative slowness 670 

beams are indicated for the times shown by vertical lines. 671 

 672 

Figure 10 – Array group velocity analysis example for 1.375Hz vertical component Rayleigh 673 

waves.  Group arrival times are plotted against station distance from the source assuming the 674 

great circle path to the source in (a).  Because the waves are arriving from an azimuth 675 

clockwise from the great circle backazimuth, times from the two linear arms of the cross 676 

array are inconsistent.  In (b), an inversion for group slowness and backazimuth is performed 677 

to find the optimum backazimuth and group velocity for structure under the array (see 678 

Appendix A).  The data clearly indicate that Rayleigh waves arrive 22o clockwise from the 679 

great circle backazimuth, similar to the amount seen in the phase velocity determination. 680 

 681 

Figure 11 – (a) compares the group velocity determined by array analysis (filled circles) with the 682 

whole path group velocity determined by dividing the great circle distance by the group 683 

arrival time at station 3016 (filled squares).  There seems to be no significant difference in 684 

group velocities determine by two independent means. (b) shows the backzimuth determined 685 

from the array group velocity analysis as a function of frequency.  Multipathing causes the 686 

larger errors at frequencies greater than 2.5 Hz. 687 

 688 

Figure 12 – (a) Velocity model determined from formal inversion of the phase velocity data.  (b) 689 

Phase velocity data, data errors, and fit (line). 690 

 691 
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Figure 13 – Waveforms recorded at station 3016 for the M3.6 6/28/2016 Langston, Oklahoma, 692 

earthquake.  Vertical, radial, and transverse component waveforms are shown.  The data have 693 

been corrected for instrument response.  P, PL, Rayleigh, and Love waves are annotated. 694 

 695 

Figure 14 – Scale-time gates chosen for the vertical component of the M3.6 earthquake.  The top 696 

panel shows the scalogram for the seismogram shown below.  Time gate polygons were 697 

chosen for the low scale portion of the P wave and harmonic portion of the PL phase.  S, Rg, 698 

and Coda phases are also annotated. 699 

 700 

Figure 15 – Results from scale-time gating the vertical component of station 3016 using the P 701 

and PL wave gates shown in Figure 16.  The original data is shown in the top panel and the 702 

gated waveforms shown below. 703 

 704 

Figure 16 – (a) shows the gated P wave at the 81 stations of the cross array. The broadband f-k 705 

beam for 5 to 20Hz is shown in (b) and indicates that the two major phases, denoted by P and 706 

pP, have identical slownesses.  (c) shows the instrument-corrected SH waves at the cross 707 

array with (c) the 1 to 10Hz broadband f-k reponse.  S and sS phases are shown on the 708 

seismograms. 709 

 710 

 711 

  712 
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 713 



 34 

Figure 1 – (a) Regional index map for Oklahoma and surrounding states.  Location of the IRIS 714 

Wavefields experiment is shown by the star, cities by filled squares, and sources with filled 715 

circles.  The focal mechanism of the M3.6 Langston, Oklahoma, earthquake shows largely 716 

strike-slip motion (Herrmann, 2016).  (b) shows a smaller scale map of topography around 717 

the IRIS experiment, shot point 1 for the AFTAC explosion experiment, the location of the 718 

Kirk borehole which was logged for acoustic velocity, and stations of the IRIS YW array.  719 

Red dots denote locations of the 5Hz nodal instruments.  The 6 tripartite clusters show the 720 

location of broadband instrumentation for the Golay 3x6 array and the dark cross denote the 721 

cross array stations used in this paper.  The great circle path is drawn from the AFTAC 722 

shotpoint to the center of the cross array.  The yellow line is the inferred position of the 723 

northern boundary of the Salt Fork River valley that may represent a horizontal velocity 724 

boundary.  One possible ray path is drawn between the shotpoint and array that explains the 725 

back azimuth anomaly for 2Hz fundamental mode Rayleigh waves observed at the array. 726 

 727 

 728 
 729 
 730 
  731 
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 732 
Figure 2 – Array geometry (left) and co-array diagram (right) of the cross array constructed from 733 

a subset of the IRIS experiment.  Positions for stations 3016 and 3001 are shown on the array 734 

diagram.  The co-array is a plot of all distances and azimuths between every pair of stations 735 

in the array and is an indicator of how well a seismic wavelength is sampled in space. 736 

 737 
 738 
 739 
 740 
  741 
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 742 
 743 
Figure 3 – This is an example of scale-time gating the fundamental mode Rayleigh wave from 744 

denoised explosion vertical component seismograms of two stations of the cross array.  Panel 745 
(a) shows the denoised seismogram (bottom) and its scalogram (top) after performing the 746 
Continuous Wavelet transform.  A polygon is manually picked to isolate the fundamental 747 
mode energy on the scalogram at the reference station 3016.  This portion of the scalogram is 748 
clipped out and then correlated with the scalograms of all other stations in the array.  Panel 749 
(b) shows the shifted polygon encompassing the Rayleigh wave at station 3001.  (c) shows 750 
the amplitude of the correlation vs time shift between the stations.  The peak of the 751 
correlation occurs at an advanced time, relative to 3016, since station 3001 is closer to the 752 
source. 753 

 754 
  755 
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 756 
 757 

Figure 4 – Panel (a) shows the scale-time gated Rayleigh waves obtained for stations of the cross 758 

array.  Panel (b) is the broadband frequency-wavenumber result for the frequency band of 1 759 

to 3 Hz encompassing the bandwidth of the Rayleigh waves.  The small x’s show the results 760 

of narrow band f-k for phase velocity as a function of frequency.  Note that the bulk of the 761 

Rayleigh wave energy arrives approximately 10 degrees clockwise from the expected great 762 

circle path shown by the black line. 763 

 764 
 765 
 766 
  767 
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 768 
Figure 5 – This figure illustrates two methods for scale-time gating the low scale/high frequency 769 

P wave train.  The top panel (a) shows a choice of a block on the scalogram the encompasses 770 

the desired portion of the waveform.  Panel (b) shows its complement where a block 771 

containing the high amplitude modes are chosen for correlation instead.  (c) displays the 772 

seismogram at the reference station 3016.  P1 and P2 body wave phases are annotated. 773 

 774 
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 776 
 777 
Figure 6 – Results of scale-time gating using the two different choices of CWT blocks shown in 778 

Figure 5.  In (a), the P wave block in Figure 5a was used to correlate with all other station 779 

CWTs.  However, results for some stations, shown by the delimited rectangular areas, were 780 

poor because the reference CWT block had higher correlation values with later arriving, 781 

high-amplitude modes.  (b) This was alleviated by correlating with the modes block (Figure 782 

5b) then removing this part of the CWT before inverse transforming. 783 

 784 

 785 

  786 
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 787 

Figure 7 – Results of Rayleigh wave phase velocity dispersion analysis using narrow band f-k. 788 
(a) Slowness as a function of frequency.  (b) Phase velocity as a function of frequency. (c) 789 
Back azimuth as a function of frequency.  The heavy line at 311o is the theoretical great 790 
circle backazimuth. (d) Selected slowness spectra plots for the frequencies denoted by 791 
arrows.  (e) Theoretical array responses for the corresponding plots shown in (d).  Note that 792 
f-k spectra show the effects of Rayleigh wave multipathing for frequencies greater than 793 
2.5Hz.  f-k spectra display multiple peaks at different backazimuths and slownesses. 794 

  795 
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 796 

 797 

Figure 8 – f-k spectra of P1 (left) and P2 (right) phases in the vertical components of the 2000lb 798 

explosion.  Note the narrow beams showing that phases are highly correlated across the 799 

array. 800 

 801 
  802 
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 803 
Figure 9 – CWT beamforming result for the P wave block of the 2000lb AFTAC explosion.  The 804 

low scale wavetrain was determined from excluding the modes block (Figures 5b, 6b).  805 
Additionally, a scale bandpass of 0.1 to 0.5s was performed and is shown in (a).  P1, P2, S, 806 
and Coda phases are annotated.  (b) and (c) show the inferred phase velocity and 807 
backazimuth, respectively, at every 10th time point in the trace.  Red symbols denote well-808 
formed single CWT beams with R > 0.5 and blue for R < 0.5.  Representative slowness 809 
beams are indicated for the times shown by vertical lines. 810 

  811 



 43 

 812 
Figure 10 – Array group velocity analysis example for 1.375Hz vertical component Rayleigh 813 

waves.  Group arrival times are plotted against station distance from the source assuming the 814 

great circle path to the source in (a).  Because the waves are arriving from an azimuth 815 

clockwise from the great circle backazimuth, times from the two linear arms of the cross 816 

array are inconsistent.  In (b), an inversion for group slowness and backazimuth is performed 817 

to find the optimum backazimuth and group velocity for structure under the array (see 818 

Appendix A).  The data clearly indicate that Rayleigh waves arrive 22o clockwise from the 819 

great circle backazimuth, similar to the amount seen in the phase velocity determination. 820 

 821 
 822 
  823 
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 824 
Figure 11 – (a) compares the group velocity determined by array analysis (filled circles) with the 825 

whole path group velocity determined by dividing the great circle distance by the group 826 

arrival time at station 3016 (filled squares).  There seems to be no significant difference in 827 

group velocities determine by two independent means. (b) shows the backzimuth determined 828 

from the array group velocity analysis as a function of frequency.  Multipathing causes the 829 

larger errors at frequencies greater than 2.5 Hz. 830 

 831 

 832 
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 834 

 835 

Figure 12 – (a) Velocity model determined from formal inversion of the phase velocity data.  (b) 836 

Phase velocity data, data errors, and fit (line). 837 

 838 

  839 
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 840 

Figure 13 – Waveforms recorded at station 3016 for the M3.6 6/28/2016 Langston, Oklahoma, 841 

earthquake.  Vertical, radial, and transverse component waveforms are shown.  The data have 842 

been corrected for instrument response.  P, PL, Rayleigh, and Love waves are annotated. 843 

 844 

  845 
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 846 

 847 

Figure 14 – Scale-time gates chosen for the vertical component of the M3.6 earthquake.  The top 848 

panel shows the scalogram for the seismogram shown below.  Time gate polygons were 849 

chosen for the low scale portion of the P wave and harmonic portion of the PL phase.  S, Rg, 850 

and Coda phases are also annotated. 851 

 852 

 853 

  854 
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 855 

Figure 15 – Results from scale-time gating the vertical component of station 3016 using the P 856 

and PL wave gates shown in Figure 16.  The original data is shown in the top panel and the 857 

gated waveforms shown below. 858 

 859 

 860 

  861 
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 862 

Figure 16 – (a) shows the gated P wave at the 81 stations of the cross array. The broadband f-k 863 

beam for 5 to 20Hz is shown in (b) and indicates that the two major phases, denoted by P and 864 

pP, have identical slownesses.  (c) shows the instrument-corrected SH waves at the cross 865 

array with (c) the 1 to 10Hz broadband f-k reponse.  S and sS phases are shown on the 866 

seismograms. 867 

 868 
  869 
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Appendix A 870 
 871 

This appendix outlines the solution for steering an array to the optimum beam towards the 872 

backazimuth to the source using group arrival times of fundamental mode Rayleigh waves. 873 

Assume a Cartesian coordinate system with x being Easting and y being Northing. The group 874 

arrival time, ti, at the ith array station located at (xi, yi) is given by 875 

       (A1) 876 

where v is the group velocity and t0 a reference time.   is the vector to the ith station given by 877 
 878 

     (A2) 879 

and  is the negative of the wave direction vector given by 880 
 881 

    (A3) 882 

with q being the backazimuth.  The x and y group slownesses are defined by 883 
 884 

       .   (A4) 885 

 886 
Given n array stations with group arrival time observations, a linear system of equations can 887 

be set up to solve for the x and y group slownesses: 888 

      .  (A5) 889 

This is of the form of 890 
 891 

    (A6) 892 
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with the least squares solution 893 

     . (A7) 894 

Define 895 
 896 

   .  (A8) 897 

A very conservative estimate of the error is obtained by using the least squares error after 898 

inversion 899 

   (A7) 900 

to estimate the model parameter covariance matrix 901 
 902 

    (A8) 903 

where 904 
 905 

   .  (A9) 906 

The total slowness is given by 907 
 908 

   (A10) 909 

and to first order its error 910 
 911 

  .   (A11) 912 

Backazimuth is given by 913 
 914 

    (A12) 915 

and its error, also to first order, by 916 
 917 
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   .  (A13) 918 

 919 

Appendix B 920 
 921 

A shear wave velocity model is parameterized by specifying velocity nodes as a function of 922 

depth with a linear velocity gradient in between nodes, except at layer boundaries.  An example 923 

is shown in Figure 12.  Shear wave velocity and depth may be the object of the inversion but 924 

either parameter may be constrained depending on available data.  For example, in Figure 12, the 925 

depths of the two nodes at 1.7km are constrained from an acoustic well log taken near the 926 

explosion shot point and array (Figure 1b).  Because Rayleigh wave phase velocity is relatively 927 

insensitive to P wave velocity and density, these parameters are determined from the shear wave 928 

velocity.  P wave velocity is derived from equation (9) of Brocher (2005) and density from the 929 

Nafe-Drake relation, equation (1) of Brocher (2005). 930 

The inversion problem is set up using the “jumping” inversion method of Constable et al. 931 

(1987).  Phase velocity, cj, for frequency, fj,  may be a function of vsi and hi, the depth of the 932 

node.  The problem is linearized the usual way by expanding phase velocity in a Taylor’s series 933 

and truncating it at the first term: 934 

    . (B1) 935 

where  is the starting model vector.  Equation (B1) is manipulated to 936 
 937 

   (B2) 938 

to give the matrix relation 939 
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 .   (B3) 941 

The partial derivatives in equation (B1) were calculated using the central finite difference; two 942 

velocity models were calculated for each derivative. 943 

The predicted data from the starting model are added to both sides of (B3) to give a linear 944 

problem in the model parameters directly rather than the model parameter changes: 945 

 .   (B4) 946 

This problem is iteratively solved using singular value decomposition (e.g., Aster et al., 2005) 947 

where 948 

   (B5) 949 

and 950 

   .  (B6) 951 

The problem is overdetermined so errors in the parameters are estimated by finding the 952 

covariance matrix of the parameters through 953 

    (B7) 954 

where 955 
 956 

    (B8) 957 

is the data covariance matrix containing the estimated variances of each measurement of phase 958 

velocity. 959 
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In application to finding the velocity model of Figure 12, convergence occurred within 4 960 

iterations with the largest changes occurring in the first iteration.  The error bars in Figure 12 are 961 

the standard deviations determined from the diagonal elements of the model covariance matrix 962 

and only give an approximate indication of the errors involved.  The model covariance matrix 963 

has significant off-diagonal terms indicating large trade-off between some parameters such as 964 

node depth and velocity. 965 

A MatLab code was written to compute phase velocity for plane layered Earth structure using 966 

the classical theory presented by Harkrider (1964).  Layered models were constructed using the 967 

node velocity and positions with thin layers approximating the linear shear wave velocity 968 

gradients between nodes.  P wave velocity and density were derived from each shear wave value 969 

using Brocher’s equations mentioned above. 970 
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